
Numerical analysis of Dielectric Barrier Discharge

Plasma Actuators for supersonic flow applications

by

Aliaksandr Murzionak

A Thesis submitted to

the Faculty of Graduate Studies and Research

in partial fulfilment of

the requirements for the degree of

Doctor of Philosophy

in

Aerospace Engineering

Department of Mechanical and Aerospace Engineering

Carleton University

Ottawa, Ontario, Canada

February 2023

Copyright c©

2023 - Aliaksandr Murzionak



Abstract

Surface Dielectric Barrier Discharge Plasma Actuator (SDBD PA) is a device that

allows for a flow control near a surface of an object. In its simplest form the de-

vice consists of one electrode exposed to the atmosphere, dielectric and encapsulated

grounded electrode. The device generates strong electric due to high voltage applied

to the exposed electrode. Under the effect of the strong electric field the gas in

the atmosphere is ionized and turns into plasma, which is manipulated by changing

the electric field. The energy from the plasma is transferred to the surrounding gas

through particle collisions allowing for the airflow control.

The current work is concentrated on the supersonic applications of SDBD PA and

aims at answering two questions:

• What effects does supersonic shock have on plasma generated by SDBD PA?

• What effects does SDBD PA have on supersonic shock?

To answer these questions an OpenFOAM solver was developed that allows to simu-

late plasma within a supersonic flow. The solver is based on electron-positive nitrogen

ions drift-diffusion model for plasma. Several simulations are performed to observe

the plasma behaviour: plasma propagation through a frozen shock along a flat plate,

supersonic flow under free-slip and no-slip conditions around a wedge with SDBD PA

at the tip of the wedge. The Mach number varied from 1.3 to 2, depending on the

simulation.
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The results demonstrate that as the plasma passes through the shock from low

to high pressure side the ionization process is slowed down. If the rise in pressure

across the shock is too high then it is possible to quench the ionization process com-

pletely. During the plasma propagation along the dielectric surface, the current flow-

ing through the plasma generates heat, which in turn generates a compression wave.

Most of the heating is concentrated within the plasma front, therefore as long as the

plasma continues to propagate the source of compression wave is also being shifted.

This allows for airflow adjustment within the supersonic flow boundary layer.

Further research is needed to optimise the SDPD PA geometry and operational

profile for supersonic flow control.
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Chapter 1

Introduction

1.1 Plasma

A plasma actuator is a device that uses plasma to adjust a flow in the vicinity of the

actuator. Plasma is the fourth state of matter (the first three being solid, liquid, and

gas). It is a neutrally charged ionized gas. This means that the number of negatively

charged particles is the same as the number of positively charged particles. Since the

gas is ionized it is highly conductive and as such it is sensitive to any changes in elec-

tric fields. Charge neutrality is ensured by highly mobile charges that quickly react

to any changes in the surrounding electric field. The size of non-neutral regions does

not exceed what is called Debye length (λD) - the maximum distance between two

charged particles that are not shielded from each others electric field. Table 1.1 shows

examples of some of the key parameters for different types of plasma such as electron

concentration (Ne), electron temperature (Te), Debye radius (length) and the size of a

typical plasma cloud. As seen from the table, the Debye length (or radius) varies sig-

nificantly depending on the type of plasma. The plasma created by a plasma actuator

generally fits within the micro-plasma classification. Plasma can be subdivided into

thermal (equilibrium) and non-thermal (non-equilibrium or cold) plasma, collisional

or collision-less. Thermal equilibrium implies that the electron temperature is on the

1
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Type of
plasma

Typical
Ne (cm

−3)
Typical
Te (eV)

Debye
radius(cm)

Typical
size (cm)

Earth ionosphere 105 0.03 0.3 106

Flames 108 0.2 0.03 10

He-Ne laser 1011 3 0.003 3

Gliding arc 1012 1 5 · 10−4 10

Hg lamp 1014 4 3 · 10−5 0.3

Solar chromosphere 109 10 0.03 109

Lightning 1017 3 3 · 10−6 100

Micro-plasma 1011 3 0.003 0.003

Table 1.1: Comparison of Debye Radius and characteristic size for different plasma
systems [1].

same order of magnitude as the temperature of ions and neutral particles. In the

case of non-equilibrium plasma electrons have a much higher temperature than the

surrounding ions or neutral particles. This means that non-thermal plasma can be

used without significant thermal protection since electrons are unable to significantly

increase the surrounding temperature due to their low mass.

Depending on the gas density and collision frequency the effect of particle collisions

may or may not be ignored. “Collision-less” plasma is attributed to low density

plasma (e.g. interstellar space) where the collision frequency is low. This prevents

the approximation of the plasma as a continuous fluid and as such the numerical

calculations are limited to so called kinetic models where each particle is modelled on

it own. At atmospheric pressures the frequency between charged particle collisions is

high hence one obtains a collisional plasma.

It is estimated that plasma covers 99 % of the known universe [1]. The current ap-

plications of plasma are very diverse and include power generation, chemical catalyst,

illumination (e.g. neon lights) and many others. Figure 1.1 shows some examples of

plasma in nature as well as those created by humans. Naturally occurring plasma
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(a) Sun (b) Lightning

(c) Aurora (d) Welding

(e) Plasma Globe (f) DBD Serpentine Plasma Actuator [4]

Figure 1.1: Examples of plasma.

includes stars, lightning, and Auroras (Figure 1.1 a,b,c). While stars and lightning

are examples of hot or thermal plasma (temperatures are in the several thousands of

Kelvin), Auroras are weakly ionized plasma and are an example of non-equilibrium

plasma. Plasma welding (Figure 1.1 d) is an example of a human-made thermal

plasma in which case the working gas heats up to high temperatures high enough to
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weld or cut metal. A plasma globe (Figure 1.1 e) produces a non-thermal plasma arc

between an electrode and a dielectric (the globe), which operates in the kilohertz-

kilovolt range. Surface (also Single) Dielectric Barrier Discharge (SDBD) Plasma

Actuators (PA) are yet another example of devices which produce non-thermal col-

lisional plasma. The temperature near the vicinity of a PA is only slightly higher

(within 100 K) than the surrounding gas temperature. Figure 1.1 (f) shows a serpen-

tine configuration of DBD PA that can be used to generate streamwise vortices close

to a surface.

1.2 What is Plasma Actuator?

SDBD PAs are a relatively new application of plasma for flow adjustment or actua-

tion [5]. A PA is an electric device that generates plasma in a small region through an

applied electric field, and due to the interaction of the electric field and the generated

plasma the airflow is altered in the vicinity of the actuator. The effects of the actu-

ator depend on the type of actuator and its position with respect to the oncoming

flow. These effects include the prevention or excitation of boundary flow separa-

tion, creation of streamwise vortices, and modification of aerodynamic shock-waves

among others. Figure 1.2 shows the schematics of a simple Surface Dielectric Barrier

Discharge Plasma Actuator (SDBD PA). The exposed electrode is connected to a

voltage supply (usually in the kHz and kV range), while the encapsulated electrode

is grounded and separated from the exposed electrode with a dielectric barrier. The

air above the dielectric barrier on top of the grounded electrode is ionized and turns

into plasma. The charged particles move under the effect of the generated electric

field and in turn generate a time-averaged force on the flow in the direction from the

exposed/charged electrode towards the encapsulated/grounded electrode and slightly

towards the surface.
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Exposed
Electrode

Dielectric
Barrier

Grounded-Encapsulated
Electrode
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(kV, kHz range)
Direction of the
Averaged Force
on the Flow

(a) 3D view

Exposed
Electrode

Dielectric
Barrier Encapsulated

Electrode

Plasma
Direction of the
Averaged Force
on the Flow

(b) side view

Figure 1.2: Schematic of SDBD PA.

The main use of plasma actuators is to adjust the flow in the vicinity of a surface.

Depending on the orientation of SDBD plasma actuator (PA) it can have different

effects on the flow. If the grounded electrode is downstream of the charged electrode

(Figure 1.3 (a)) then the time-averaged force acts to accelerate the flow in the down-

stream direction and towards the surface thereby delaying boundary layer separation.

In the case where the grounded electrode is upstream of the exposed electrode (Fig-

u∞ F

(a) Delaying boundary layer separation

u∞ F

(b) Facilitating boundary layer separa-
tion

FF

u

(c) Synthetic wall jet

Figure 1.3: SDBD PA effect on the flow.

ure 1.3 (b)) the time-averaged force acts in the upstream direction and could induce

boundary layer separation. By placing two SDBD PAs facing toward each other (Fig-

ure 1.3 (c)) one can generate a synthetic jet away from the wall [6]. An interesting
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effect can also be achieved by placing the actuator with the electrodes parallel to the

flow. This positioning generates a vortex with its centre aligned with the flow. By

changing the shape of the plasma actuator into a serpentine shape (Figure 1.1 (f))

one can combine the flow acceleration effect with the vortex generation [7].

1.3 Literature Review

Due to the presence of charged particles, plasma adds complexity to a numerical model

due to plasma physics and thus increases the demand for computational resources.

There are currently several methods that are used to simulate plasma actuators [8].

One is the phenomenological model, which estimates the body force on the fluid due to

the presence of plasma within the electric field and uses CFD techniques to compute

the rest of the flow. In certain cases this electric field is assumed and tuned based

on experimental results. This provides a computationally inexpensive alternative to

more time consuming and more accurate methods. To preserve some or all aspects

of the plasma physics there are two main approaches: kinetic and fluid models. In

the case of kinetic models the solutions are based on the kinetic equations of the

particles and usually involve some statistical modelling of the particle interactions.

Fluid models present the ions (either only positive or both positive and negative),

electrons and neutral particles as different species mixed together. Due to the nature

of the plasma and the different time scales between the motion of the neutral and

charged particles, neutral particles are excluded from the calculations in certain cases

(e.g. quiescent flow).

Kinetic and fluid models are better suited for understanding the mechanisms be-

hind the aerodynamic effects that are produced by a plasma, while phenomenological

models are advantageous for testing the implementation of a plasma actuator in a

particular physical problem such as controlled vortex shedding on a wing.
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1.3.1 Phenomenological models

Linear electric field model

The phenomenological model developed by Shyy [9] is used extensively due to its

simplicity and ease of implementation. One of the more recent examples of its use is

the implementation by Riherd and Ray [4] to model a serpentine configuration of a

SDBD PA along a flat surface (Figure 1.1 (f)) for Rex = 50 000 and M = 0.1. The

serpentine configuration results in the development of streamwise vortex flow. The

structure of the vortex facilitates laminar-turbulent transition. This means that a

serpentine PA configuration can be used as an active trip for initiating laminar to

turbulent flow transition.

Cho and Shyy [10, 11] use the Shyy model to simulate a PA which is coupled to

a control loop to modify the vortex shedding from a SD7003 airfoil at high angles

of attack. The control loop is designed to take into account the uncertainty in the

oncoming free-stream flow and produce an improvement in the lift coefficient of the

airfoil at Reynolds numbers on the order of 1 000 with V∞ = 0.3m/s. The results

demonstrate a limited ability to control the lift coefficient through active vortex shed-

ding induced by the SDBD PA. The authors conclude that the complexity of the flow

with vortex shedding and reattachment requires additional study of the active flow

control mechanism in near stall conditions to improve the effect of a PA.

Liu et al. [6] present numerical simulations of a ”synthetic jet” created by a PA

in both steady and unsteady modes of operation for quiescent flow using the Shyy

model. In this case the PA (either two parallel actuators acting against each other

or a single actuator in the form of a ring) directs the flow towards the center causing

the flow to move away from the wall in the form of a jet (Figure 1.3 (c)) with an

average speed of 0.28 m/s and a maximum speed of 1.1 m/s. The simulations of the

unsteady operation of the PA produce a larger momentum flux as compared to steady
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operation by as much as 10 %.

In another work, Zhang et al. [12] use a PA to prevent flow separation at a rounded

trailing end of an elliptical NCCR 1510-7067N airfoil at Re = 5.8 ·106 andM = 0.12.

While the flow follows this rounded trailing edge (Coanda effect), the effect of the

PA moves the separation point further away from the top surface improving the lift

coefficient.

Suzen model

The model created by Suzen [13] is used by quite a few groups around the world. The

work that directly involved Suzen includes the simulation of plasma flow control in a

low-pressure turbine [14–16]. Reasor [15] presents a comparison of the implementation

of the Suzen model for structured 2D (GHOST) and unstructured 3D (UNCLE)

solvers in quiescent flow. The original work by Suzen is done using the GHOST

solver, and as such it was limited to 2D cases. Reasor’s work [15] is the next step

towards 3D implementation of a SDBD PA model for more complicated flow analysis.

The comparison of the velocity profiles along a flat surface indicates that the 3D solver

is capable of producing similar results to the 2D solver. For these simulations Reasor

used the following parameters: charge density (ρcmax) of 0.0075 C/m3, Debye length

(λD) of 0.17 mm, an applied voltage amplitude of 5 kV, and a voltage frequency of

4.5 kHz. These settings produce a wall jet with a maximum velocity of 1 m/s. Reasor

also compares the velocity profiles generated by the 3D solver to experimental data

obtained by Santhanakrishnan et al. [17]. While the profiles have similar shapes the

locations of the maximum velocity are different. According to the simulation the

location of the maximum horizontal velocity is 0.4 cm away from the trialling edge of

the exposed electrode, while experimental data indicate that this maximum happens

further downstream (1.6 cm). This is one of the indications that the Suzen model

does not completely model all the effects of a SDBD PAs.
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Dennis [16] uses Suzen’s model for a flow separation control over a low pressure

turbine Pak-B blade with chord length of 6.28 inches at a Re = 5 0000 and a free-

stream velocity of 5 m/s. The model’s parameters λD and ρcmax are tuned based on

the quiescent flow from experimental results on a flat plate. The author demonstrates,

using these simulations, the ability of a PA to delay flow separation on a Pak-B low

pressure turbine blade and reduce the pressure coefficient on the suction side of the

blade. The pressure coefficient profile, however, has noticeable differences between

the simulations and experimental work, though the author attributes this to a slightly

different PA configuration. With a higher value of λD a better agreement is achieved.

This indicates that even after the tuning of the model for quiescent flow, additional

adjustments to the model parameters are required as the configuration is changed.

Overall this paper demonstrates that Suzen model allows one to simulate the flow

separation control on a low pressure turbine. However, the model requires some fine

tuning before it gives proper results.

Asada et al. [18] and Sato et al. [19] use the model created by Suzen to study

the control of flow separation on a NACA 0015 airfoil with a SDBD PA operating

in “burst mode” (also referred as “unsteady operation”, “pulsating mode”, or “non-

continuous” operation of the actuator). Figure 1.4 shows the voltage profile for a

burst mode of operation. The alternating voltage is applied to the exposed electrode

only for a few cycles after which the voltage is set to zero for some period of time.

The cycle is then repeated. Asada [18] presents results for M = 0.2, non-dimensional

burst frequencies of F+ = 1 and F+ = 6 and two locations of the actuator: leading

edge and 5 % chord length. The burst frequency is non-dimensionalised with the

chord length and the free-stream velocity (1.1)

F+ =
f+
burstc

u∞
(1.1)
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Figure 1.4: Operation of PA in burst mode.

where f+
burst is the burst frequency, c is the chord length and u∞ is the free-stream

velocity. According to simulations, if the PA is located at the leading edge then at

both tested frequencies large vortex shedding is prevented. In case of the 5 % chord

location, the vortex shedding is suppressed only at F+ = 6.

Sato et al. [19] make a comprehensive comparison with a variety of settings for

different angles of attack, burst frequency, actuator position, plasma scale and actu-

ator voltage frequency for the same configuration as presented by Asada et al. [18].

They conclude that the burst mode of operation for a PA can produce almost the

same effect on the flow as continuous mode, while significantly reducing the required

power input for the operation of the PA. The power reduction is directly proportional

to the ratio between the on-off periods of the cycle. In addition, it is found that the

most effective position of a PA for the prevention/delay of flow separation is in the

vicinity of the separation point.

Kim and Wang [20] also use the model created by Suzen to study the effect of a PA

and the number of these actuators on the flow and vortex shedding around a cylinder

with Re = 3 0000. An unsteady mode of operation is also studied. Results of this
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work suggest that a mean drag reduction of 85 % can be achieved through the use of

a steady PA. Suppression of large scale vortices by steady operation of the PA is also

shown to reduce the fluctuation of the “lift” component of the force on the cylinder.

The burst mode of operation produces similar results, however, the improvements in

the drag reduction are lower. The authors hypothesize that the reason behind the

difference is that in the case of the steady operation the vortex suppression is due to

the momentum transfer to the flow, while in the case of the unsteady operation the PA

modifies the shear-layer instability. The authors also analyse the flow using different

numbers of actuators (two and four). According to the results the number of actuators

has a significant effect on the steady mode of operation while burst mode is almost

unaffected. In the case of steady flow the lower number of actuators is unable to

prevent flow separation and vortex shedding. In the case of unsteady operation both

configurations (with two and four PAs) produce similar flow features: suppression of

large-scale vortex shedding and generation of small scale vortices. From this one can

conclude that the burst mode of operation can provide significant improvements to

the drag reduction at a fraction of the energy cost of a steady operation of PA.

A propeller with PA along the blade span is studied by Cheng et al. [21] using

the Suzen model. Different rotation speeds (300 - 600 RPM), forward speeds (5 - 10

m/s) of the propeller and different locations of the PA are examined. The resulting

maximum speed at the tip of the blade is 48 m/s for the case of 600 RPM and 10 m/s

forward speed. The PA generally improves the efficiency of the propeller, but this

improvement decreases with increased forward speed due to the increase in viscous

forces. Another result of this work is that the effectiveness of the PA is increased at

higher altitude due to lower pressure.
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Lumped-Element Circuit model (LEC)

The lumped-element circuit model (LEC) developed by Orlov [22] provides a time

based boundary condition for a PA computation, unlike the model described by Suzen

where the charge distribution on the boundary is assumed to be Gaussian. The LEC

method, however, is rarely used outside of Corke’s group (Orlov was part of this group

when developing the model). As a result there are a few authors who published their

work with the use of LEC.

Mertz [23] compares the LEC and Suzen models and their variations for quiescent

flow. The author tests the time averaged force produced by a SDBD PA and its

variation with the maximum applied voltage. Mertz concludes that the LEC method

without the electric potential splitting (as done by Suzen) produces better agreement

with the experimental results. He then applies this model to a flow around a cylinder

with diameter of 4 in at 6 m/s free-stream velocity and demonstrates that PA is able

to suppress the vortex shedding process. For this simulation Mertz used a 11.5 kV

peak voltage at 10 kHz (sine wave).

Orlov and Corke [24] demonstrate the effect of different voltages (5 - 20 kV peak

voltage) and frequencies (3 - 20 kHz) on power dissipation and plasma extent using

the LEC model. It is shown that the power depends on the voltage to the power

of 3.5 (φ
7/2
E ) above 7 kV at 3 kHz. Orlov et al. [25] present the time-space plasma

evolution for quiescent flow of a SDBD PA as computed with the LEC model in which

the authors demonstrate a good agreement between experimental and the LEC model

for the plasma time-space distribution. Orlov et al. [26] applies the LEC model for

NACA0021 airfoil leading edge flow separation control with steady and unsteady

actuator operation at 2.5 kV and 5 kHz within an air flow at M = 0.1. The unsteady

operation of the PA is shown to perform better than steady operation by causing a

larger delay in flow separation.
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1.3.2 Fluid model

Fluid models of plasma are computationally more expensive than phenomenological

models because of the need to model more than a single species. Due to that com-

plexity these models are usually used for 1D or 2D, and rarely for 3D simulations.

A SDBD PA is a good example of 2D or 3D plasma flow. 1D simulations on the

other hand are usually used for cases where a large number of chemical reactions are

present.

An example of a 1D model is the work done by Poggie et al. [2, 27]. The authors

modelled the ionization process of air with 23 species (variations of molecular and

atomic combinations of oxygen, nitrogen and electrons) and 50 chemical reaction

mechanisms for a 12 ns pulse at different peak voltage settings (5 - 27 kV). This

example does not involve a SDBD, but a nanosecond plasma discharge within a

DDBD (Double Dielectric Barrier Discharge) mechanism (Figure 1.5). Nonetheless

Ionized
gas

Electrodes

Dielectric

V(t)

∼

Figure 1.5: Schematic of DDBD plasma generator [2].

the governing equations are similar to those required for a SDBD PA simulation. In

this paper the authors use a 1D simulation to test a plasma discharge for nanosecond

plasma actuators at 4.74 kPa (36 Torr) and 310.3 K. According to the authors the

results of the simulations agree reasonably well with the experimental measurements

of the rise for translational and vibrational temperatures of nitrogen. One of the
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conclusions is that the most significant chemical kinetics and particle dynamics occur

near the sheath edge.

Roy et al. [4, 7, 28–35] also look into plasma discharge for various configurations

of DBD mechanisms and different gas compositions. In [28,29] Roy et al. reports on

the simulations of a SDBD PA in quiescent helium environment at 300 torr (40 kPa),

1 kV peak voltage with a frequency of 5 kHz. In this work the authors found that

during the positive part of the cycle the force is from the exposed electrode toward

the encapsulated electrode, while during the negative part of the cycle most of the

electrodynamic force is generated at the edge of the exposed electrode and directed

toward this electrode. The force magnitude during the negative part of the cycle is

smaller than during the positive part.

Another example of a SDBD simulation is described by Singh and Roy [31], where

the authors simulate a helium plasma using electron and positive ion species in qui-

escent flow at 300 Torr, 300 K with peak voltage of 400 V at 5 kHz. One of the

conclusions in this paper is that when the exposed electrode is charged positively the

force is from the exposed to encapsulated electrode, while when the exposed elec-

trode is negative the electrons cover the surface of the dielectric and become a virtual

negative electrode shielding the enclosed ground electrode and therefore reducing the

opposite force on the positive ions. In Singh et al. [32] a more complicated case than

in Singh and Roy [31] is considered by introducing nitrogen and oxygen with 8 chem-

ical reactions and 8 species (electrons, O2, O
+
2 , O, O

−, N2, N
+
2 , N). The simulations

are performed with a gas density of 1.3 kg/m3 and the peak voltage of 1 kV at 5

kHz frequency. The conclusion from this paper is that species of the same charge

behave similarly in that they have similar density distribution profiles. Another re-

sult is that the time average force is in the direction from the exposed to enclosed

electrodes. According to the paper the force in the streamwise direction is positive

when voltage is positive, and negative during the negative part of the voltage cycle
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(though the force magnitude is smaller than during the positive part of the cycle),

with force peaks occurring at the peaks of the voltage cycles.

In Singh et al. [33] the authors present a simplified equation of force produced by

a SDBD PA:

F = Fx0φ
4
E0
exp(−{[x− x0 − (y − y0)]/y}2 − βx(y − y0)

2)̂i+

Fy0φ
4
E0
exp(−{−x0]/y}2 − βy(y − y0)

2)ĵ (1.2)

All of the coefficients are curvefit based on previous work. The authors state that the

above formula agrees well with more rigorous simulations using fluid models once all

coefficients are tuned, paving way for a new phenomenological model.

Wang et al. [35] present the results for serpentine, square and triangular configu-

rations of a PA using a two species (electrons and ions) fluid model 3D simulation in

quiescent flow for a 9 kV peak voltage. Serpentine and square shaped PA configura-

tions are shown to be very effective at generating streamwise vortical structures thus

improving the mixing of the surrounding fluids. Wang et al. [7] present simulation

results where a serpentine PA is used to improve flame stabilization. The plasma is

modelled using a three species fluid model (positive and negative ions, and electrons).

The combustion part of the simulation is independent of the plasma chemistry, such

that the plasma has an effect only on the airflow and not the chemical kinetics. One of

the main results described in this paper is that a serpentine PA enhances the air-fuel

mixing as well as predicting better flame stabilization.

Shang and Huang [36] and Huang et al. [37] use a fluid model with electron and

positive ion species to simulate the effect of a SDBD PA on a quiescent flow and the

electrodynamic force produced by this device. Huang et al. [37] present an analysis

of a full cycle of a simulated SDBD operation and compare this to experimental data

for discharges at different peak voltages (2 - 4 kV) at 10 kHz. According to presented
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results during the positive phase of the voltage cycle the body force is directed from

the exposed electrode towards the encapsulated electrode, while during the negative

part of the cycle the force is in the reverse direction. The magnitude of the force

during the positive part of the cycle is higher than during the negative part, resulting

in the time averaged force direction from exposed to enclosed electrode. According to

the authors the concentration of ions close to the trailing edge the exposed electrode

after the positive part of cycle reduces the effective electric field during the negative

portion of the cycle and therefore the resulting electrodynamic force in the upstream

direction. This results in higher electrodynamic force during the positive part of the

cycle and lower electrodynamic force during the negative part of the cycle. Another

result of this work is that ion density over the dielectric barrier has a half-Gaussian

profile when the exposed electrode is positively charged. This supports the idea for

the half-Gaussian distribution of charge density used in Suzen model.

The group of Miles, Shneider and Macheret from Princeton University has done

a considerable amount of research into SDBD PAs and the use of plasma in aerody-

namics [38–49]. Macheret et al. [38, 39] use a fluid model for 1D and 2D simulations

of air ionization for a hypersonic intake and the use of Magneto-Hydro-Dynamics

(MHD) for flow control at high speed using a magnetic field. The ionization process

is performed using an electron beam which is computed using a Monte-Carlo simula-

tion. This work continued with additional papers published in 2002 [42,43]. In these

papers the authors report the results of simulations for the use of MHD to decelerate

the flow from Mach 6-8 conditions to transonic speeds with the help of electron beam

ionization and a magnetic field. The magnetic field decelerates the flow through the

Lorentz force acting on the charged particles. According to their results it is possible

to convert between one-forth and one-third of the total flow enthalpy into electric-

ity and to bring down the total temperature to 1 000 K. The total temperature at

Mach 8 is approximately 3 600 K (assuming a static temperature of 260 K), which
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indicates a significant temperature reduction and possible reduction to the intake

material requirements. Parent et al. [46] present result similar to the 2002 papers

with the addition of a chemical model for air and plasma as 8 species (molecular and

atomic oxygen and nitrogen, their ions and electrons) and 28 reaction mechanisms.

While these papers do not deal with PAs, they demonstrate the use fluid models for

the plasma aerodynamic computations and the complexity of the problems that can

be resolved using these models.

Likhanski et al. [45,47] present the simulation of a flow generated by a PA using a

2D fluid model for the plasma in the absence of free-stream flow for atmospheric air

with the PA operating at 1.5 kV and 1 MHz. According to Likhanskii et al. [45] the

force generated by a PA is positive during positive and negative parts of the cycle.

During the negative part of the cycle the electrons are deposited on the dielectric

on top of the encapsulated electrode generating a “virtual electrode” which pulls the

positive ions, while during the positive part of the cycle the positive ions are repelled

by the positively charged exposed electrode. There are two sources of inefficiency

to these motions: the negative ions move in the opposite direction to the positive

ions and during the negative part of the cycle the positive ions are attracted towards

the negatively charged exposed electrode. An interesting SDBD PA configuration

is presented by Starikovskiy and Miles [49], where a semiconductor is added to the

dielectric surface. The purpose of the semiconductor is to allow the flow of charge

during the backstroke through it, therefore reducing the upstream force on the plasma

and improving the efficiency of the device.

Boeuf and Pitchford [50] also worked on SDBD PAs and simulated a SDBD PA

using a two species model (electrons and positive ions). In this work, the authors

present the results of a simulation with constant voltage pulses of 1.2 - 1.8 kV at 1

kHz in a quiescent nitrogen flow at atmospheric pressure. For this configuration they

notice that the force on the particles only acts on a limited region (sheath, 50 µm
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wide) which moves at 3 - 5 mm/µs. The authors also notice that the horizontal force

component is lower during the negative voltage part of the cycle.

In Shang [51] the simulation of a SDBD PA at 5 Torr in an electric field of 2.4

kV peak at 10 kHz is presented. The author concludes that the force on the flow

is concentrated in a thin layer along the dielectric above the encapsulated electrode

which corresponds to the statements by other authors presented above (e.g. [37,50]).

At Seoul National University, Lee et al. [52] use the fluid model to analyse the type

of discharge for a DBD device in helium-oxygen mixtures at 1 atm, 1.5 kV, 5 - 35 kHz

with different oxygen concentration (5 - 40 ppm). Depending on the concentration of

oxygen molecules in the mixture the type of discharge changes between the glow dis-

charge and Townsend discharge. The Townsend discharge (or Townsend avalanche)

is the cascade reaction in which a free electron ionizes a neutral atom/molecule and

then gains enough energy from an electric field to cause another ionization upon the

next collision with the next atom/molecule. The released electrons from these ioniza-

tion processes also gain enough energy to ionize additional atoms/molecules therefore

causing a chain ionization reaction. The level of ionization in a Townsend discharge

is very small and no noticeable light is emitted. At higher levels of ionization and

currents the frequency of electron-ion or electron-neutral collisions is increased and

so is the number of ion-electron recombinations causing a larger number of photons

to be released and thus the plasma starts to glow (i.e. a glow discharge). The authors

use the Boltzmann equation to obtain an electron energy distribution function, from

which they obtain the electron mobility (Eq. 2.26). The results of these simulations

indicate that the glow discharge mode can be achieved by either lowering the concen-

tration of oxygen in the mixture or by increasing the driving frequency. According to

these results the maximum oxygen concentration to sustain the glow mode is approx-

imately 25 ppm at 20 kHz. The authors also concluded that the glow discharge mode

has a higher electron density and stronger electric field than the Townsend mode,
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therefore making glow discharge more effective for the plasma treatment and process-

ing. This work does not deal with the aerodynamic application of PAs, nonetheless it

demonstrates the application of the fluid model for the plasma simulations and also

demonstrates the importance of oxygen molecules in the plasma discharge.

Shi et al. [53] studied DBD discharge effects on a laminar incompressible flow under

a sinusoidal applied voltage using a variation of a fluid model. In this model they

do not compute the distribution of charged particles, instead, the charge continuity

is solved under simplified boundary conditions. The applied voltage is a sinusoidal

wave with an amplitude ranging from 14 kV and 22 kV and with frequencies of 0.5, 1

and 2 kHz. The simulations were performed using COMSOL software. The authors

analysed the boundary layer changes due to DBD effects.

Nakano et al. [54] performed experiments and simulations on a Dual-Grounded

Tri-Electrode Plasma Actuator (DGTEPA). In this case DGTEPA is a DBD PA with

an additional grounded electrode located on top of the exposed electrode. In this

configuration there is an additional source of initial ionization. Nakano experimented

with a 10 kHz sine wave with a voltage peak from 2.5 to 6 kV. These results were

compared to DBD PA. According to Nakano in the cases with a voltage amplitude

above 3 kV a DGTEPA performs better than a DBD PA. The thrust generated by

a DGTEPA is about three times higher than for a DBD PA, while the generated

jet becomes thicker and the peak velocity increases by about 10 %. The simulations

were performed with a three species (positive, negative ions and electrons) fluid model.

The simulations concentrated on the force generated by PA, the heat, associated with

plasma, was neglected.

1.3.3 Kinetic model

The most computationally expensive methods out of the ones discussed are the kinetic

models. This type of model is widely used for simulations of rarefied plasma. However,



20

non-equilibrium plasma at atmospheric pressures requires a large number of particles

and thus longer simulated times thereby limiting the use of these models.

Font is one of a few researches to make use of a kinetic model to simulate a SDBD

PA [55–58]. In his work Font uses Particle-In-Cell Direct-Simulation-Monte-Carlo

(PIC-DSMC) simulations to compute the body force produced on particles while the

velocity of the neutral particles is ignored. Font [55] initially presents the results for

nitrogen gas at atmospheric pressure using a square wave voltage pattern with a peak

at 5 kV and an effective frequency in the range of 1 - 10 MHz. Later he introduces

another simulation with oxygen [56] with all other parameters remaining the same.

The simulation results are compared to experimental data for both pure oxygen and

pure nitrogen. It is shown that the slope of the force versus the applied voltage from

the simulation is too steep, while the trend and order of magnitude is correct for

both oxygen and nitrogen simulations. The author relates the difference in slopes

to possible accumulation of metastable plasma products, which are not included in

the simulations. In the subsequent work by Font et al. [57] the force is computed

using the PIC-DSMC and fed into FLUENT solver as a body force on the flow which

results in initial vortex flow. From all these analyses [55–57], Font concludes that

there are regions of spatially non-neutral plasma where positive ion density exceeds

that of electrons. The location and intensity of the charge density within these regions

is different depending on the direction of the electric field. This results in different

magnitudes of the force on the particles during the negative and positive parts of the

applied voltage cycle. Font states that the force in the upstream direction is 10 times

smaller than in the downstream direction. Another observation is that oxygen has a

higher level of ionization (as opposed to pure nitrogen) and produces negative ions.

Even though the negative ions are present their concentration is smaller than that of

the positive ions and thus the overall force is still in the forward direction.

In Font et al. [58] additional comparisons of kinetic model results to fluid model
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results and experiments are presented. The two models predict higher ionization

of the gas during the positive part of the cycle, both predict regions dominated by

ions, and both predict the time averaged force in the direction from the exposed

electrode towards the encapsulated electrode. However, there are a few differences.

For example, the fluid model predicts a larger spread of plasma than the kinetic model

which the authors relate to the so called seeding particles required to initialize the

kinetic models. Based on the experimental force measurements a plasma density can

be estimated which matches that from the fluid model. Based on a measured plasma

resistivity an electron density can be estimated which agrees well with kinetic model.

The authors state that it is possible that the plasma operates in both the Townsend

type breakdown and glow discharge. Comparison to a capacitive V-dot probe voltage

measurement showed the following. At a distance of x/d = 0.96 (d is the dielectric

thickness and x is the distance from the exposed electrode) the dielectric surface is

charged to +2 kV (positive part of the cycle) and -5 kV (negative part of the cycle)

irrespective of the applied voltage amplitude (6 kV, 8 kV, 10 kV). This results in the

field strength of 0.5 MV/m (positive part of the cycle) and 1.2 MV/m (negative part

of the cycle) which is consistent with the kinetic model simulations.

Another example of the use of the kinetic model to simulate a SDBD is presented

by Huerta and Ludeking [59]. This work is similar to that of Font [55] and Font

et al. [56] except that the gas is argon. It is concluded that while it is possible to

perform SDBD simulations using PIC-DSMC, the computational resources required

are considerably more demanding than for the fluid models. Additionally, many

collision cross sections required for the PIC simulations are not well known, as opposed

to the ionization and reaction rates variables needed for fluid models which are better

known.
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1.3.4 Other models

It is also possible to calculate a body force distribution from the Navier-Stokes equa-

tions based on experimentally measured velocity fields. An example of this is the

work done by Kotsonis et al. [60, 61]. Kotsonis and Ghaemi [60] present experi-

mental and simulation results for continuous and unsteady modes of operation of a

PA. The body force is obtained from PIV measurements of continuous operation of

an actuator in quiescent flow which is then fed into a Navier-Stokes solver (Open-

FOAM). Simulations agree reasonably well with the experiment showing it is possible

to extract the proper body force from the PIV measurements. However, the force ex-

tracted from the measurements for quiescent flow does not guarantee the same body

force for conditions with external flow. In Kotsonis et al. [61] the results of the use

of a PA for control of boundary layer instabilities (Tollmien-Schlichting waves) and

laminar-turbulent transition are presented. Again the body force is obtained from

experimental measurements and fed into simulation software. This work shows the

ability of a PA to suppress boundary layer instabilities and therefore delay a boundary

layer separation.

A model specifically designed for nanosecond DBD (NSDBD) actuator operation

has also been used by several researchers. Unlike SDBD PAs which operate with

alternating voltage in the kHz frequency range, NSDBD actuators operate in pulses

with a duration of 1 - 10 ns with milliseconds in between the pulses. Geometry wise

NSDBD PAs can be identical to SDBD PAs. A NSDBD PA does not operate long

enough to transfer significant momentum as done by a SDBD PA under an alternating

voltage, yet NSDBD PAs are still capable of preventing flow separation. It is thought

that the main mechanism through which a NSDBD transfers energy to the flow is

through Joule heating which causes compression waves to form [62]. As a result, a

NSDBD PA can be modelled as a heating element. Gaitonde et al. [62] present the
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results of a Large Eddy Simulation of a NACA0015 airfoil at a Re = 100 000 and a

free-stream velocity of 15 m/s using NSDBD PA heating element model. The authors

demonstrate stall prevention characteristics using a NSDBD PA and show that the

NSDBD PA trips the flow creating an attached turbulent boundary layer.

Zheng et al. [63] analysed the effects of NSDBD on shock structure using “self-

similar” plasma model which estimates the thermal energy deposited by electric field

into flow field. Zheng examined the effect that the NSDBD plasma actuator has on

shock structure generated by an object flying at Mach numbers above 4. According

to their findings it possible to move a bow shock further away from a blunt body by

using a NSDBD on the surface of that body. In addition Zheng proposed that it is

possible to adjust the flight trajectory of a projectile by modifying a shock structure

generated by the cone of the projectile. The simulations indicated that by introducing

a nano-second discharge on a wedge behind the shock one could generate a shockwave

at the point of discharge which will interact with the initial shock structure generating

a force normal to the direction of the flight.

1.4 High speed experiments

Most simulations of SDBD PAs presented in the literature deal with subsonic incom-

pressible and in many cases quiescent flow, while the simulations of SDBD PAs in

supersonic flow are fewer (e.g. the work by Shneider and Macheret [38–44]). The ap-

plication of plasma for supersonic flow and/or shock control is currently being tested

though a number of experiments. However, many of these tests use PAs other than

SDBD.

Webb et al. [64] describes experimental results for the use of Localized Arc Fil-

ament Plasma Actuators (LAFPA) to control the location of a reflected shock for a

free-stream flow withM = 2.3. The authors observe that the LAFPA placed upstream
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of the reflected shock moves the shock upstream by approximately one boundary layer

thickness. This is thought to be caused by heating of the upstream boundary layer

by the PA.

Pavon et al. [65] discuss the effect of DBD PAs on a shock generated by a NACA

3506 airfoil at transonic speeds. For this airfoil shocks are observed for Mach numbers

as low as 0.65 - 0.75. According to the results, the PA has no noticeable effect on

either shock structure or pressure distribution across the shock. However, the shock

facilitates the generation of high current filaments in the plasma region which usually

occur at higher voltages.

Nishihara et al. [3] present the results of an experiment in which a PA is used to

effect the shock wave created by a shock generator (a 12◦ or 22◦ ramp located at the

walls of a wind tunnel) in a supersonic wind tunnel with the flow at M = 3. The

shock is then reflected from the wall on the opposite side of the tunnel. Two SDBD

PA locations are considered:

• the entire PA is completely behind the shock on the ramp with the grounded

electrode being upstream of the exposed electrode,

• the grounded (encapsulated) electrode is in front of the ramp and ramp-

generated oblique shock, while the exposed electrode is on the surface of the

ramp behind the shock.

In both cases the expected force is upstream. The PA operates at 17 kV with trian-

gular pulses at 1 kHz. The working fluid is air at 400 torr total pressure. According

to the results in the first case, the PA generates a compression wave of its own which

moves away from the PA and disturbs the oblique shock wave. In the second case,

the PA generates an oblique shock upstream of the ramp which in turn reduces the

strength of the ramp shock. This configuration also causes perturbations to the ramp

shock similar to the first configuration. These perturbations are also transmitted to
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the reflected shock and the separation bubble that is formed at the wall due to the

shock-boundary-layer interaction.

Leonov et al. [66] experimentally analysed the effect of plasma discharge on super-

sonic flow (M = 2) along a flat plate with further applications to blunt and stream-

lined geometries. The plasma in this case is generated using exposed electrodes at

constant voltage (5 kV). This type of plasma generator generates filaments between

the electrodes that move with the flow until filament breakdown and a new filament

is generated. The typical gas temperature within the filament is on the order of 3 000

K. In this case the plasma has the same effect on the flow as a ramp which creates

an oblique shock. The angles of this virtual ramp and resultant shock depend on the

electrical power released by the plasma generator. This virtual ramp can be used

to reduce the drag on an obstacle downstream of the plasma generator with varying

degrees of efficiency depending on the obstacle geometry. The effectiveness is lower

for a streamlined obstacle and higher for a blunt obstacle. The drag reduction for

blunt cases can reach as high as 5 %. Leonov et al. also present a model for the angle

and position of the oblique shock generated by the plasma as well as the temperature

of the gas in the heated layer.

Similar to Gaitonde et al. [62], Sun et al. [67] use the heating element model to

numerically model the effect of plasma on the flow, except in this case experimental

and numerical simulations are presented for a supersonic flow. The flow is at a static

pressure of 2 813 Pa and a static temperature of 105 K with a Mach number of

3. The authors analysed two types of actuation: millisecond discharge (modelled as

steady state) and microsecond discharge for a flow along a flat plate. In the case of

millisecond discharge or nearly continuous discharge an oblique shock is observed at

the plasma region location. In addition, the boundary layer thickness is increased.

In the case of a microsecond discharge the plasma generator creates compression

waves travelling away from the generator in a radial direction. The authors also
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test the plasma generator at the base of a 25◦ ramp. It is shown that the plasma

causes an oblique shock in front of the ramp and reduces the overall pressure drop

for a location on the ramp downstream of the shock. Another application of the

microsecond plasma actuation tested by Sun et al. is the effect of the flow separation

at the base of a reflected shock. The test is performed for an incoming 32◦ oblique

shock. The application of a plasma shows an increase in the static pressure ratio from

2.2 to 2.8 after the reflection shock. In addition, the separation area after the shock

is reduced.

Wang et al. [68] performed experiments to analyse the possible effects that a

Counter-flow Plasma Synthetic Jet Actuator (CPSJA) could have on a bow shock

generated by a blunt object within a supersonic flow field. The free stream Mach

number of the flow was set to 2. In addition, the data was compared to simulation

results. Unlike DBDPA, CPSJA is a cavity that uses high current pulses to heat the

gas inside the cavity, which in turn generates high pressure pulsating jet, which in

this case was directed against the direction of the flow. The currents that generate

the plasma are 29 A to 84 A for a 2 mm cavity with a pulse duration of approximately

10 µs. The study showed that it is possible to suppress the step-induced separation

region located downstream of the blunt body.

1.5 Current Work

As mentioned in the previous sections SDBD PAs are studied extensively through-

out the world. SDBD PAs are capable of drag reduction, flow separation control

and control of vortex shedding. These are shown through numerous computations

and supported by experimental data. However, the computations of SDBD PA are

mostly limited to subsonic flows. The use of PAs for flow control at supersonic speeds

is tested mostly using experimental approaches with very few numerical simulations.
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However, as experiments show, PAs can have a profound effect on the flow at super-

sonic speeds resulting in shock wave control and drag reduction. Since computational

studies are usually a faster and cheaper alternative to experiments, it can be impor-

tant to develop a methodology for supersonic flow computations in presence of plasma.

While the phenomenological models are capable of providing acceptable force approx-

imation for the flow, these models still require fine tuning or experimental constants

for a given case and the currently available variety are not tested for supersonic flows

(with the exception of the heating element model). The kinetic models are compu-

tationally too expensive to be feasible for the simulations of supersonic flow within

an atmosphere. The fluid models on the other hand are capable of producing good

results without experimental data from specific configurations, though validation is

still needed. This means that the fluid models are the most viable candidates for

fundamental simulations of SDBD PA at supersonic speeds.

The aim of this work is to develop a CFD code for compressible flow simulations

that is capable of plasma computations. In addition this work is trying to answer two

questions with regards to supersonic flow - plasma interactions:

• What effects does a shock have on a plasma generated by a SDBD PA?

• What effects does a SDBD PA have on a shock in supersonic flow?

To answer these questions an OpenFOAM solver is developed and tested first at

quiescent (or frozen) flow conditions and then at supersonic flow conditions. Once the

code is developed it could be further used to test additional ideas for airflow control

at supersonic speeds and designs of supersonic aircraft and engines.



Chapter 2

Computational Model

The software used for this work is OpenFOAM [69]. OpenFOAM is a program that

contains differential equation solvers and is mainly aimed at fluid dynamics problems.

It is written in C++ and it is open source, hence it’s relatively easy to modify and

create one’s own solver. All tested geometries presented in this work consist of gas and

dielectric regions (Figure 2.1) which have different sets of equations. Some of these

equations have to be coupled across these two regions. The newly developed solver

Region 1: Gas

Region 2: Dielectric

Exposed electrode

Encapsulated
electrode

Outer
Boundaries

Boundary
Interface

Figure 2.1: Computation domain for OpenFOAM simulations.

for this analysis is based on a combination of a conjugate heat transfer with multiple

regions (chtMultiRegionFoam) solver and a supersonic (sonicFoam) solver. Due to

the simplicity of the geometries the meshing is done using blockMesh in OpenFOAM.

28
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The following is an overview of the model as implemented in OpenFOAM.

2.1 Governing equations

In this work the effects of a plasma on supersonic flow and vice-versa are examined

so the use of compressible flow equations is required. An assumption is made that

the level of ionization is relatively low and therefore the number of ions is much lower

than the number of neutral particles. Based on this assumption the compressible

flow equations are written only for a single neutral species. Eq. 2.1 represents the

Navier-Stokes equations for a compressible flow with a body force fE . The effect of

the electrostatic force (fE) on the bulk flow is modelled through this force term while

other possible body forces are neglected (e.g. gravity). The computation of this term

is described later in this section.

∂ρV

∂t
+∇ · (ρV×V)−

(
µ∇2V+

1

3
µ∇(∇ ·V)

)
= −∇p + fE (2.1)

The viscosity term (µ) is computed using the Sutherland model (Eq. 2.2) for

nitrogen with the Sutherland coefficient (As) set to 1.4067 · 10−6 Pa · s and the

Sutherland temperature (Ts) set to 111 K.

µ =
As

√
T

1 + Ts/T
(2.2)

The continuity equation for a compressible flow is

∂ρ

∂t
+∇ · (ρV) = 0 (2.3)

The energy equation, written in terms of the specific internal (u) and specific
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kinetic (0.5V 2) energy, can be expressed as (
[
J/s
m3

]
)

∂ρu

∂t
+∇ · (ρuV) + 0.5

∂ρV 2

∂t
+ 0.5∇ · (ρV 2V) +∇ · (pV)−∇2(αeffu) =

fE ·V+ qth (2.4)

The potential energy is considered negligible for the cases analysed in this work. The

term fE ·V is the work done by the electric field on the flow and qth is the heating

of the flow due to the ionization related processes. The term αeff is the sum of

laminar and turbulent thermal diffusivity as computed by OpenFOAM. In the cases

considered here the turbulence model is set to laminar therefore αeff is defined as

αlam =
κ

ρcp
(2.5)

where κ for the Sutherland model in OpenFOAM is computed as

κ = µcv(1.32 + 1.77
R

cv
) (2.6)

The internal energy (u) is computed from

u = cvT (2.7)

where cp and cv are the specific heat capacities at constant pressure and constant

volume, and are assumed to be constant at values of 1040 J/kgK and 743 J/kgK for

N2 over the range of temperatures considered.
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2.1.1 Computations of the electrostatic force and electric

field

As mentioned in the previous section, one of the ways the plasma affects the bulk

flow is through the Lorentz force fE and is generally defined as

fE = ρcE+ J×B (2.8)

where ρc is the volumetric charge density and will be discussed later, E is the electric

field, J is the current density and B is the magnetic field. In order to find the electric

and magnetic fields one needs to solve Maxwell’s equations. For the cases studied

here, the applied magnetic field is zero while the induced magnetic field is assumed

to be negligible due to the relatively small currents, which allows the B term to be

neglected.

Eq. 2.9 is the mathematical formulation of Ampere’s law,

∇×B = µBJ+
1

c2
∂E

∂t
(2.9)

where µB is the vacuum permeability and is equal to 4π10−7 H/m, while c is the

speed of light in a vacuum and approximately equal to 3 · 108 m/s. As can be seen

by the magnitude of the terms on the right of Eq. 2.9, the induced magnetic field by

either J or E can be neglected when these terms are small.

The Maxwell-Faraday equation relates any time varying magnetic field to the

spatial variation in electric field as shown in Eq. 2.10. However, in the absence of a

time varying magnetic field it can be simplified to Eq. 2.11

∇×E = −∂B
∂t

(2.10)
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∇× E = 0 (2.11)

Gauss’s law for magnetism (Eq. 2.12) that deals with the divergence of the mag-

netic field can be neglected due to the absence of an applied magnetic field and

negligible induced magnetic field thus,

∇ ·B = 0 (2.12)

The last of Maxwell’s equations to consider is the Gauss law that relates the

charge distribution to the resulting electric field. In the fluid region with plasma, free

charges are present hence one must solve Eq. 2.13 due to a non-zero value of ρc. In

the dielectric region, which is modelled as non-conductive solid and hence maintains

its original charge ρc = 0, Eq. 2.13 is simplified to Eq. 2.14.

∇ · E =
ρc
ǫ

(2.13)

∇ · E = 0 (2.14)

The permittivity, ǫ in Eq. 2.13 is convenient to present as a product of relative

permittivity (ǫr) and vacuum permittivity (ǫo = 8.85 · 10−12 F/m) as shown in Eq.

2.15,

ǫ = ǫrǫo (2.15)

For the numerical computations the electric field (E) is calculated by solving for

the electric potential (φE). The two are related through Eq. 2.16.

E = −∇φE (2.16)

Using the above correlation within the Gauss Law in Eq. 2.13 yields Eq. 2.17 in the
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fluid region with plasma and Eq. 2.18 everywhere else.

∇ · (ǫ∇φE) = −ρc (2.17)

∇ · (ǫ∇φE) = 0 (2.18)

In the absence of a magnetic field (applied or induced) the Lorentz force (Eq. 2.8)

is reduced to Eq. 2.19.

fE = ρcE (2.19)

with both terms on the right hand side related through Eq. 2.17. Therefore, one still

needs to find the charge density distribution (ρc), which leads to Section 2.1.2.

2.1.2 Charge density computations (ρc)

The charge density comes from the summation of the charge densities of all charged

species as shown in Eq. 2.20

ρc = eo
∑

k

skNk (2.20)

where sk is the charge sign: for electrons it is −1 and for positive ions it is +1

(assuming no higher order ions are present); eo is the elementary charge and is equal

to approximately 1.602 · 10−19 C and Nk is the number density of species k (e.g.

electron and positive ion).

The charged particle densities (Nk) are found from continuity equations for each

species:

∂Nk

∂t
+∇ · Γk = Sk (2.21)

where the source term Sk depends on the type of species and the ionization model
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used. The flux of the charged particles (Γk

[
particles

m2s

]
is defined as

Γk = NkV+ skµkENk −Dk∇Nk (2.22)

This equation includes the effect of the bulk flow on the transport of charged species

(NkV), the movement of charged species due to an applied electric field (skµkENk)

and the diffusion of the charged species (Dk∇Nk). The diffusion coefficient Dk can

be computed from

Dk =
µkkBTk
eo

(2.23)

where µk is particle mobility (which depends on the type of particle, the medium

density and electric field strength), kB is the Boltzmann constant and is approximately

equal to 1.3806 · 10−23 J/K and Tk is the temperature in Kelvin.

When values for kb and eo are substituted into Eq. 2.23, then assuming an ion

temperature of 116 K and an electron temperature of 11600 K one obtains Eqs. 2.24

and 2.25, respectively (which are consistent with the values used by Boeuf [50] for

N2),

Di = 0.01µi (2.24)

and

De = 1µe (2.25)

The value for the electron mobility is based on the electron drift velocity (Vdre) (Eq.

2.26),

µe = Vdre/E (2.26)

The drift velocity of electrons in nitrogen gas is calculated from Eq. 2.27 which is a
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curve fit in m/s based on the data from [70].

Vdre = (E/N)0.69813e42.267(1 + (E/N)−0.66345e−33.703) (2.27)

The data for the drift velocity is shown in Figure 2.2.
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Figure 2.2: Electron drift velocity in N2.

Combining Eqs 2.26 and 2.27 yields for the electron mobility, µe

µe =
(E/N)0.69813e42.267(1 + (E/N)−0.66345e−33.703)

E
(2.28)

while the ion mobility for positive ions of N2 is taken from [71],

µi = 1.8 · 10−4 · 2.69 · 1025/Ntot = 1.8 · 10−4 · 2.69 · 1025kBT
p

(2.29)

where in both Eqs. 2.28 and 2.29 the units of mobility are m2

V s
.

At this point the solution for charge density still requires the computation of the

source terms (Sk) for every species. These parameters depend on the gas and the

plasma model used within the simulations.

To solve for the source term (Sk) in Eq. 2.21 all cases considered in this work
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model the fluid as nitrogen gas. While ionization is a process which consists of

multiple reactions and many variations of molecular/atomic states (e.g. different

levels of ionization, excitations, etc.), the current model consists of only electrons,

positive ions and neutral particles of diatomic nitrogen (N2). This simplifies the

reactions to a single ionization - recombination set. This reaction can be written as

e− +N2 ⇀↽ 2e− +N+
2 (2.30)

This reaction represents ionization of diatomic nitrogen through electron impact when

the electric field is sufficiently strong to give free electrons enough energy to ionize

an N2 particle during impact and the reverse process of electron - positive ion recom-

bination otherwise. In the forward direction for every positive ion within the plasma

that is generated, a newly generated electron is also produced (while in the opposite

direction, for every positive ion consumed, one electron is also consumed). Therefore

the source terms for both electrons and positive ions are equal and can be expressed

in the following form,

Sk = Sp = Se = α|Γe| − βNeNp (2.31)

where the ionization reaction (α|Γe|) depends on the number of electrons impacting

a neutral particle and is represented by the product of Γe an ionization coefficient (α)

for N2 which is found from Eq. 2.32 in units of [m−1] (taken from [72]).

α =





8.8 · 0.750pe
−27500

1.333E/p if E/p < 150 · 1.333

12 · 0.750pe
−34200

1.333E/p if E/p > 150 · 1.333
(2.32)

where E/p is in units of V/m
Pa

. The recombination reaction (βNeNp) depends on the

number of both electrons (Ne) and positive ions (Np) and a recombination coefficient
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β
[
m3

s

]
(taken from [50, 73])

β = 1 · 10−13 (2.33)

2.1.3 Thermal energy computations (qth)

The term qth in Eq. 2.4 represents the heat generated within a plasma. The model

for computing this value is taken from the work of Abdollahzadeh et al [73], where

qth consists of the heat generated by ions and electrons,

qth = qthions
+ qthe (2.34)

The first qthions
is the Joule heating due to ion currents (Jp) and can be found directly

from

qthions
= Jp · E (2.35)

where the positive ion current Jp is defined as

Jp = eoΓp (2.36)

and Γp is defined by Eq. 2.22.

One could also apply the Joule heating due to electron current directly and use

qthe as found from an expression similar to Eq. 2.35. In this case one would assume

that all of the heating is instantaneous.

qthe = Je · E (2.37)

where Je is the current due to the electrons:

Je = −eoΓe (2.38)
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However, the heating due to electron current is not as straight forward as that due

to ionic current as outlined by different authors [74–76]. Therefore, qthe in Eq. 2.39

is used which consists of three parts.

When an electron impacts a neutral particle it may increase the random transla-

tional motion and/or the rotational motion of the neutral particle as represented by

the term qtrans/rot . However, this collision may also change the orbital state of the

electrons within the neutral particle without actually ionizing the neutral particle and

thus this energy is represented by qorbit. In addition to changes in the electronic state,

a collision may also change the vibrational energy of a neutral particle as represented

by qvib. Summing all of these effects yields

qthe = qtrans/rot + qorbit + qvib (2.39)

The translational/rotational energy is calculated using

qtrans/rot = η1(Je · E) (2.40)

where η1 is found from

η1 = 2.07278× 10−2e−2.6180| E
N
| + 4.04597× 10−2e−174.46|E

N
|+

0.168412e−7131.03|E
N
| + 2.98161× 10−3 (2.41)

and E/N has units of Vm2.

The term qorbit is found from

qorbit = ξη2(Je · E) (2.42)
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where η2 is found from

η2 = 0.1348001e−3.5410|E
N
| − 0.97065e−0.202042|E

N
|+

0.414522e−2.63147×10−3|E
N
| + 0.4507497 (2.43)

and the factor ξ is assumed to be 30 % (thus only 30 % of this energy is converted

into a sensible gain in the bulk flow specific internal energy).

Equations 2.41 and 2.43 are taken from [73] and written in terms of E
N
in Townsend

units (1 Td = 10−21 Vm2).

The vibrational excitation heating is found from the solution to the equation

∂qvib
∂t

+
qvib
τvib

=
η3
τvib

(Je · E) (2.44)

where the relaxation parameter for vibrational excitation (τvib) is set to 1 µs to

represent the delay in the conversion of the energy stored in vibrational excitation to

specific internal energy of the bulk flow (u). To calculate η3 one can use

η3 = −0.16041e−6107.97|E
N
| − 0.146957e−9.4288|E

N
|+

1.02191e−0.25157|E
N
| + 3.91435× 10−2 (2.45)

taken from [73].

Figure 2.3 shows the plot of fractional powers (Eq. 2.41, 2.43 and 2.45). As one can

see, at lower strengths of the electric field, the heating comes mainly from vibrational

excitation, while at higher field strengths, electronic excitation is the dominant factor.

Considering that the heating due to vibrational excitation is delayed, one can say that

at lower values of E/N the heating is then also delayed, while at higher values the

energy from the electric field is almost instantaneously converted to heat.
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Figure 2.3: Fractional power dissipated by electrons in N2 as a function of E/N.

2.2 Boundary conditions

2.2.1 Electric field potential (φE)

Since the electric potential is computed using Eq. 2.17 for the fluid region which may

contain a plasma and Eq. 2.18 for the solid dielectric region, the coupling of these

two regions at the interface must satisfy the following conditions:

• The electric field component parallel to the surface must be equal across the

surface

(E‖)fluid = (E‖)diel (2.46)

• The electric displacement field (D = ǫE) normal to the interface must also

be continuous unless the surface itself has a non-zero charge in which case the

following applies

(D⊥)fluid − (D⊥)diel = σcnfluid (2.47)
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Generally the permittivity of a solid dielectric is higher than that of a gas (e.g.

nitrogen) and as a result the strength of the electric field is higher in the gas region

than in the dielectric as shown in Figure 2.4. This means that higher values of

permittivity in the dielectric result in higher values of electric field in the gas and

therefore higher ionization rates.

Dielectric
ǫdiel > ǫfluid

Fluid

Interface

Efluid

E‖fluid

E⊥fluid

Ediel

E‖diel

E⊥diel

(a) Electric Field, (E‖)fluid = (E‖)diel

Dielectric
ǫdiel > ǫfluid

Fluid

Interface

(ǫE)fluid

(ǫE‖)fluid

(ǫE⊥)fluid

(ǫE)diel

(ǫE‖)diel

(ǫE⊥)diel

(b) Displacement Field for case with σc = 0,
(ǫE⊥)fluid = (ǫE⊥)diel

Figure 2.4: The change of electric and displacement fields as they pass from one
medium into another.

Since a plasma contains many charged particles which may impact the dielectric

surface, it is possible to calculate a net gain/loss of accumulated surface charge (σc)

through a time integral of the fluxes of the charged particles

σc = δσeo

∫
(Γp − Γe) · ndt (2.48)

where n is the surface normal on the fluid side (since the charged particles exist only

on the fluid side). The term δσ is used to ensure that the surface charge is computed

only for the fluid - dielectric interface boundary by setting the value to 1 at the

interface and 0 everywhere else.
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Fluid εfluid Dielectric εdiel

φEb

φEfluid

φEdiel

nfluid ndiel

xfluid xb xdiel
x∆x∆x

φE

Figure 2.5: Electric potential (φE) across an interface. The interface is at xb.

As mentioned previously the electric field is not solved for directly, but rather

found from electric potential. In order to solve for the electric potential at the fluid-

dielectric interface one can start from Eq. 2.47. The electric displacement field (D)

is related to the electric field (E) and therefore the electric potential (φE) through

the following relation:

D = εE = −ε∇φE (2.49)

then replacing the D within Eq. 2.49 for a 1D geometry results in

D⊥ = −εdφE

dx
(2.50)

or referring to Figure 2.5

(D⊥)fluid = −εfluid
dφEfluid

dxfluid
= −εfluid

φEfluid
−φEb

xfluid−xb
= −εfluid

φEfluid
−φEb

−(xb−xfluid)

= εfluid
φEfluid

−φEb

∆x
= ε̄fluid(φEfluid

− φEb
)

(2.51)

where the positive direction is taken from the fluid region into the dielectric region
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and
εfluid
∆x

is replaced with ε̄fluid for convenience. Similarly one can write,

(D⊥)diel = −εdiel dφEdiel

dxdiel
= −εdiel φEdiel

−φEb

xdiel−xb

= −εdiel φEdiel
−φEb

∆x
= −ε̄diel(φEdiel

− φEb
)

(2.52)

Inserting Eq. 2.51 and Eq. 2.52 into Eq. 2.47 yields,

−ε̄fluid(φEfluid
− φEb

)− ε̄diel(φEdiel
− φEb

) = σcnfluid

ε̄fluidφEfluid
− ε̄fluidφEb

+ ε̄dielφEdiel
− ε̄dielφEb

= σc
xfluid−xb

∆x
= −σc xb−xfluid

∆x
= −σc

−φEb
(ε̄fluid − ε̄diel) = −ε̄fluidφEfluid

− ε̄dielφEdiel
− σc

which results in an expression for the potential at the boundary as,

φEb
=

ε̄fluid
ε̄fluid + ε̄diel

φEfluid
+

ε̄diel
ε̄fluid + ε̄diel

φEdiel
+

σc
ε̄fluid + ε̄diel

(2.53)

This expression represents a weighted average between the two regions with the ad-

dition of the surface charge (should it exist).

The remaining boundary conditions for φE are set to a zero gradient for the domain

outer boundaries (i.e. ∂φE

∂n
= 0) and a set value for an electrode surface (which may

also be time varying for the exposed electrode in some simulations).

2.2.2 Particle flux (Γk)

The conditions for the particle fluxes (Γk) at domain boundaries are computed from

Eq. 2.22 based on the values calculated at the previous time step. The exposed elec-

trode and the fluid - dielectric interface have to incorporate the fact that the boundary
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conditions are different depending on the direction of the electric field. Figure 2.6

shows the direction of the particles moving at a surface under the effect of the electric

field. By definition, positively charged particles move along the electric field lines

while negatively charged particles move in the opposite direction. In addition, when

positive ions strike the surface (Figure 2.6 (a)) there is a chance for an extra electron

to be ejected from the surface in response, hence providing a source of free electrons

that may further ionize the gas. In the case of the dielectric surface, the surface

becomes positively charged by the process (Eq. 2.48).

N2

Dielectric
or Electrode

e−

e−

e−

N+
2

N+
2

N+
2

N+
2

EE

(a) E⊥ < 0, σc increases

N2

Dielectric
or Electrode

e−e−

e−

e−e−

e−

N+
2

N+
2

EE

(b) E⊥ > 0, σc decreases

Figure 2.6: Schematic of the charged particles motion under the effect of electric
field.

In the case of an electric field directed away from the surface and into the fluid

domain (Figure 2.6 (b)) positive ions leave the vicinity of the surface creating a

shortage of ions while embedding electrons into the surface. In this case the dielectric

surface becomes negatively charged. Thus the boundary conditions for the particle

fluxes are represented by two sets of equations depending on the direction of the
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electric field,

Γe =





−µeENe if E⊥ > 0

−γΓp if E⊥ < 0

(2.54)

Γp =





0 if E⊥ > 0

µpENp if E⊥ < 0

(2.55)

where γ is the secondary emission coefficient (which represents the ejection of electrons

through bombardment of a surface by positively charged particles).

2.2.3 Particle number density (Nk)

The continuity equation for the charged particles (Eq. 2.21) requires the calculation

of boundary conditions for each charged particle species, in this case electrons (Ne)

and positive ions (Np). These equations must be consistent with the corresponding

fluxes and are expressed as

Ne =





∇Ne = 0 if E⊥ > 0

γNp
µp

µe
if E⊥ < 0

(2.56)

where for E⊥ < 0 if the electron flux (Γe) is a fraction of the ion flux at the surface

(Γe = γΓp) one obtains the result shown (where Γk = µkENk).

Np =





0 if E⊥ > 0

∇Np = 0 if E⊥ < 0

(2.57)

Table 2.1 provides an overview of the boundary conditions presented in Figure 2.1
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as well as the initial conditions for the two regions.

Location Variable Condition

Region 1:
Fluid

Relative permittivity (ǫr*) 1

Initial temperature (Ti) specified

Initial pressure (pi) specified

Initial number densities (Nei, Npi) specified

Initial electric potential (φEi
) specified (0 V)

Region 2:
Dielectric

Relative permittivity (ǫr*) specified

Initial electric potential (φEi
) specified (0 V)

Exposed
electrode

Applied voltage (φE) fixed or time-dependent

Number densities (Ne, Np) Eq 2.56 and 2.57

Charged particles fluxes (Γe, Γp) Eq 2.54 and 2.55

Should σc be computed? (δσ*) No (0)

Interface
Fluid

Electric potential (φE) coupled (see Eq 2.53)

Number densities (Ne, Np) Eq 2.56 and 2.57

Charged particles fluxes (Γe, Γp) Eq 2.54 and 2.55

Should σc be computed? (δσ*) Yes (1)

Outer
Boundaries

Electric potential (φE) zero gradient

Number densities (Ne, Np) zero gradient

Charged particles fluxes (Γe, Γp) calculated (Eq. 2.22)

Should σc be computed? (δσ*) No (0)

Encapsulated
electrode

Applied voltage (φE) specified (e.g. 0 V)

Table 2.1: Prescribed properties and boundary conditions. *Note: These variables
are kept constant during simulations.
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2.3 Numerical discretization

OpenFOAM has a variety of numerical differentiation schemes. The time differentia-

tion was done using a first order implicit Euler scheme. All of the spacial derivatives

in OpenFOAM are recast using Gauss theorem,

∫

v

(∇ · a)dv =
∮

A

(n · a)dA (2.58)

Therefore, most of the schemes in OpenFOAM are using Gauss in their names (e.g.

Gauss VanLeer).

One of the more common convective schemes available are the upwind (first order

space accurate) and central differencing (second order space accurate) schemes. Both

have their own advantages and disadvantages. The upwind scheme is stable, but it a

first order accurate scheme and produces excessive diffusion (dissipation) error. The

central differencing is second-order accurate, but for flows with large gradients (e.g.

supersonic flow with shock) it produces dispersion (oscillation) error. To reduce the

disadvantages from the two schemes they are sometimes combined with a weighting

factor (or a limiter). One such scheme uses Van Leer limiter (ψ(r)) (Eq. 2.59)

( [77], [78]), and in OpenFOAM this scheme is called “Gauss VanLeer”.

ψ(r) =
r + |r|
1 + |r| (2.59)

The r value in Eq. 2.59 is the ratio of gradients around the integration point,

r =
upwind side gradient

downwind side gradient
(2.60)

In OpenFOAM this limiter allows to switch between upwind scheme at the locations of

sharp gradients and central-differencing scheme everywhere else, making the overall
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scheme a second-order accurate in space. Therefore, the convective terms in the

compressible flow equations (Eq. 2.1, 2.3, 2.4) and in the charged particle continuity

equation (Eq. 2.21) are discretized using VanLeer scheme with Van Leer limiter

(ψ(r)).

The Laplacian terms in Eq. 2.1, 2.4 and in Gauss’ Law equation (Eq. 2.17, 2.18)

are discretized using a second order Gauss linear scheme.

To improve the iterative stability of the numerical simulations, Eq. 2.21 is modified

to the following,

∂Nk

∂t
+∇ ·Vold

k Nk = Sold
k (2.61)

In Eq. 2.61 the source term (Sold
k ) is computed completely from variables at the

previous time step. The flux term (Γk) from Eq. 2.21 is replaced with Vold
k Nk, where

Vold
k =

Γ
old
k

Nold
k

.

The described model provides all the required information to solve for plasma

generation, its propagation under an applied electric field, and its energy deposition

into the surrounding gas flow.



Chapter 3

SDBD plasma geometry and code

verification

To verify the implementation of the previously described equations the configuration

shown in Figure 3.1 is used. The computational domain is 0.8 mm in length, 0.15 mm

in height for the fluid region and the dielectric thickness is 0.05 mm. The exposed

electrode is 0.1 mm in length along the dielectric surface and has 0 mm thickness

while the encapsulated electrode covers the bottom of the dielectric. This geometry

is also used by Boeuf [50] whose work also serves as a reference for the current work.

0.8 mm

0.15 mm

0.05 mm

Region 1: Fluid (N2)

Region 2: Dielectric

Outer
Boundaries

Exposed electrode
0.1 mm in length

Encapsulated
electrode

Outer
Boundaries

Boundary
Interface

x

y

Figure 3.1: Computation domain for OpenFOAM simulations.
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3.1 Mesh

Most of the simulations described in this chapter use the same mesh. The only

exceptions are the simulations in the mesh sensitivity section (Section 3.4). The

mesh is a pseudo - 2D structured mesh (OpenFOAM uses a single element thickness

with “empty” boundary conditions in the third dimension) with 117 118 elements:

93570 elements in the fluid region and 23 548 elements in the dielectric region. The

mesh has two levels of refinement as shown in Figure 3.2. The coarsest element size

is 2.0 µm, and at each refinement region the size of an element is reduced by a factor

of two. Therefore, the smallest element size is 0.5 µm. The resulting mesh is shown

Element size ×1

×1/2

×1/4

Region 1: N2

Region 2: Dielectric

Figure 3.2: Schematic of the mesh refinement.

in Figure 3.3. From Figure 3.3(a) and 3.3(b) one can see the mesh refinement levels

as compared to the overall size of the region with the highest charge density for the

simulated conditions at 50 ns.



51

−50µm

0µm

50µm

100µm

150µm

Electrode
edge
0µm 100µm 200µm 300µm 400µm 500µm 600µm 700µm

(a) Overall mesh

0µm
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(b) Mesh: zoom in

Figure 3.3: The mesh used in the simulations.
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3.2 Simulated Conditions

As per Table 2.1 which shows the generalized boundary conditions used for the plasma

simulations, Table 3.1 lists the specific boundary conditions applied for most of the

simulations presented in this chapter. Any deviations from the boundary conditions

Location Variable Value

Region 1:
Nitrogen

ǫr* 1

Ti 300 K

Pi 100 kPa

Vi 0 m/s

Nei , Npi 1013 m−3

φEi
0 V

Region 2:
Dielectric

ǫr* 10

φEi
0 V

Exposed
electrode

φE 1200 V

Ne, Np Eq 2.56 and 2.57, γ = 0.05

Γe, Γp Eq 2.54 and 2.55, γ = 0.05

Fluid - Dielectric
Interface (Fluid)

φE coupled (see Eq 2.53)

Ne, Np Eq 2.56 and 2.57, γ = 0.05

Γe, Γp Eq 2.54 and 2.55, γ = 0.05

Encapsulated electrode φE 0 V

Table 3.1: Simulated condition. *Note: These variables are kept constant during
simulations.

shown in Table 3.1 are noted in the corresponding sections. The values shown in

Table 3.1 correspond to those used by both Boeuf [50] and Abdollahzadeh [73]. In

this chapter all of the simulations are performed under the assumption that the bulk

flow doesn’t change its properties and remains at rest (velocity is 0 m/s). The fluid

in the computational domain is diatomic nitrogen gas (N2) with a temperature of

300 K, and a pressure of 100 kPa. These two values do not change throughout the
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simulations. The initial values of charged particle densities are set to 1013 m−3. The

relative permittivity of dielectric is set to 10.

3.3 DBD plasma geomtery

One can separate the fluid domain into a neutral gas and a plasma region. The

difference between the two regions is the presence of a high number of charged particles

in the plasma region as shown in Figures 3.4 and 3.5. The figures indicate that

the plasma region propagates 50 µm away from the dielectric surface for the given

conditions, while the rest of the domain has a low concentration of charged particles,

and therefore doesn’t affect the electric field and can be treated as neutral gas.

0µm

100µm

0µm 200µm

0V

300V

600V

900V

1200V

Plasma
region

1019 1020 1021

Figure 3.4: Concentration of electrons
[m−3] at 50 ns.
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0V

300V

600V

900V

1200V

Plasma
region

1019 1020 1021

Figure 3.5: Concentration of positive
ions (Np) [m

−3] at 50 ns.

The plasma region can be further subdivided into sheath and neutral plasma

regions as shown in Figure 3.6. The sheath region is the border region of plasma

where the electric field is strong, resulting in an unequal distribution of charged

particles, which in turn results in a relatively high charge density (here it’s defined

as higher than 1 C/m3). It is this region which also contains the highest ionization

rates. The sheath portion is used to define the leading edge of the plasma and is

used to judge the speed of propagation of plasma ionization front. At 50 ns after the
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application of the 1 200 V to the exposed electrode, the thickness of the sheath can

be seen to be about 25 µm and has reached as far 210 µm away from the edge of the

exposed electrode.

0µm

100µm

0µm 200µm

0V

300V

600V

900V
1200V

Neutral
Plasma

Sheath
Region

Trailing
positive ions

Figure 3.6: Charge density (ρc) [C/m
3] at 50 ns. The contour lines are the electric

field potential: 0 V for the bottom surface (grounded electrode) and 1 200 V
for the exposed electrode.
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1015 1032

Figure 3.7: Reaction rate [m−3s−1] at 50 ns. Maximum recombination rate (within
neutral plasma region) is in the order of 1028 m−3s−1. Maximum ionization rate
(within sheath region) is in the order of 1032 m−3s−1.

As mentioned before, the sheath is also the region with the highest ionization rates

as shown in Figure 3.7. This figure is separated into ionization and recombination

regions by a “zero reaction line”. As one can observe from the figure the ionization

rate is four orders of magnitude higher than the electron-ion recombination rate.

However, the ionization is mainly concentrated in the sheath region at the dielectric
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surface, while the recombination reactions are more diffuse and occur throughout the

neutral plasma region. This also means that the trailing positive ions (indicated in

Figure 3.6) can be attributed to the positive ions that remain behind the ionization

front due to the low ion mobility and slower recombination rates. Figure 3.8 shows the

0µm

50µm
150µm 200µm

300V

600V

900V

1100VZero reaction line

Recombination region

Ionization region

(a) Positive Ions

0µm

50µm
150µm 200µm

300V

600V

900V

1100VZero reaction line

Recombination region

Ionization region

Electron lip

(b) Electrons

Figure 3.8: Close up view of the positive ions (Np) and electron (Ne) concentration
[m−3] at 50 ns in the vicinity of the plasma front.

close up view of the charged particles concentration in the vicinity of the ionization

front and the trailing positive ions are clearly visible in Figure 3.8 (a). Figure 3.8

(b) shows the electron lip where the electrons in the ionization region are forced into

a concentrated formation above the dielectric surface. Below of this formation the

concentration of electrons is considerable lower (below 1019 m−3) yet rapid ionization

still occurs. The lack of electrons in this area which tends to reduce the ionization is

compensated by a higher electric field strength (which can be observed in Figure 3.9).

High electric fields increase the ionisation and thus the high electric field strength of

107 V/m and above surrounding the electron formation dominates the ionization rate.
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Figure 3.9 also clearly shows the low electric field strength within the neutral

plasma region which is shielded by the sheath region and the surface charge. However,

0µm

100µm

0µm 200µm

0V

300V

600V900V
1200V

Neutral
Plasma

Sheath
Region

Figure 3.9: Electric field strength (|E|) [V/m] at 50 ns.

the neutral plasma region still contains a high number of charged particles as seen from

Figure 3.4 and 3.5. While the maximum value of the concentration of charged particles

is on the order of 1021 m−3 in the sheath region, the charged particle concentration

within the neutral plasma is still on the order of 1020 m−3 (compared to 1013 m−3

initially in the gas).

Figure 3.9 also shows the discontinuity in the electric field across the dielectric

surface. This is attributed to the surface charge at the dielectric surface and the

difference in the electric permittivity of the dielectric and gas. To better illustrate

this, Figure 3.10 shows the graphs of the vertical components of the electric and

electric displacement fields along the vertical lines at three different locations: behind

the plasma front (100 µm away from the trailing edge of the exposed electrode along

the surface of dielectric), at the plasma front (200 µm from exposed electrode) and

ahead of the plasma region (300 µm from exposed electrode). In this figure the

dielectric is located between -50 and 0 µm. The electric and displacement fields are

nearly constant within the dielectric at 100 µm. At this location the dielectric region
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Figure 3.10: Vertical component of electric (Ey) and displacement fields (Dy) at
50 ns. Note: surface charge at 100 µm is 2.046 mC/m2, at 200 µm it is 1.48
mC/m2 (which is approximately equal to the difference in the displacement field
across the interface: -2.07 mC/m2+0.6 mC/m2) and at 300 µm it is 2.4·10−8

mC/m2 (≈ 0).

is isolated by the plasma and surface charge above the dielectric. At the surface

of the dielectric the two fields are discontinuous, which is also visible in Figure 3.9.

According to Eq. 2.47 this behaviour is expected. When looking at the displacement

field difference across the gas-dielectric interface (y = 0 µm) at x = 100 µm it should

be equal to the surface charge at that location which is equal to 2.046 mC/m2 . This

is actually the case as shown in Figure 3.10 (b) at x = 100 µm. As was mentioned

before the electric field within the neutral plasma is close to zero, also shown in Figure

3.10 for 100 µm line at y ≥ 0.

For the line that passes through the sheath region (200 µm) a discontinuity is also

present, but the values at the surface is different leading to a much larger variation

across the gas-dielectric interface (a ∆Ey of 44.1 ·106 V/m for the electric field and

∆Dy of -0.6 mC/m2 for the displacement field). However, this difference in the

displacement field across the surface is still equal to the surface charge at this location

as shown in Figure 3.10 at x = 200 µm (1.48 mC/m2). Since this data line crosses
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through the plasma front and the sheath region the electric field changes sharply near

the surface within the gas domain (from −6.7 · 107 V/m to 1 · 107 V/m ) and also

changes significantly within the dielectric domain (from −1.5 · 107 V/m to −2.4 · 107

V/m ). The location ahead of the plasma front (300 µm) has nearly zero surface

charge (2.4·10−8 mC/m2) and therefore doesn’t have any visible discontinuity in the

displacement field. The discontinuity in the electric field (∆Ey = 4.1 · 106 V/m) is

still present due to the difference in the permittivity between the gas and dielectric

domains.
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Figure 3.11: Electric potential (φE) and surface charge density (σc) distribution
along the dielectric surface at 50 ns. The graph also shows the initial voltage
(φEi

).

In addition to the surface charge density (σc), Figure 3.11 also shows the electric

potential (φE) at 50 ns and the electric potential right after the start of the simulation

( φEi
). As one can see, the surface charge acts as an extension of the exposed electrode.

The spike in the surface charge corresponds to the location of the sheath region which

has a significant excess of positive ions. The slope of the electric potential line (φE)

between the edge of the exposed electrode and the plasma front indicates a finite

conductivity of plasma. This means that as the plasma front moves further away

from the electrode the voltage continues to drop leading to an eventual reduction in
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the currents and the exhaustion of the ionization process.

Figures 3.12 - 3.15 show the evolution of the four parameters (ρc, E, Ne and Np)

in time. In Figure 3.12, within the first 20 ns one can see that a sheath region is

being formed. This is indicated by the formation of the relatively consistent shape of
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Figure 3.12: Evolution of volumetric charge density (ρC) distribution [C/m3].
The contour lines are the electric field potential: 0 V for the bottom surface
(grounded electrode) and 1 200 V for the exposed electrode. The origin of
horizontal axis is located at the edge of the exposed electrode (0µm).

the charge density distribution at its rightmost extent as well as its top section (tail)

above the neutral plasma region. This “tail” eventually detaches from the exposed

electrode as the plasma front moves to the right (see Figure 3.12(c) and 3.12(d)).

The trailing positive ions within the otherwise neutral plasma become noticeable at

20 ns in Figure 3.13 and persist until the end of simulation, though the concentration

diminishes as plasma propagates further away from the electrode. This is indicated
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by reduction of the length of the positive charge segment as well as the reduction in

positive ions concentration Figure 3.13.

During the plasma formation process the ionization front is moving along the sur-

face of the dielectric and away from the surface. Once formed, the sheath propagates

mainly in the direction along the surface from higher potential to lower potential,

charging the surface along the way and leaving a trail of charged particles behind

(Figures 3.13 and 3.14). This also results in an almost uniform electric field (Figure

3.15) within the dielectric in the region behind the ionization front below the neutral

plasma.
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Figure 3.13: Evolution of positive ion density (Np) distribution [m−3]. The contour
lines are the electric field potential: 0 V for the bottom surface (grounded
electrode) and 1 200 V for the exposed electrode. The origin of horizontal axis
is located at the edge of the exposed electrode (0µm).

The formation of the neutral plasma zone can be observed in Figure 3.15. At 10
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Figure 3.14: Evolution of electron density (Ne) distribution [m−3]. The contour lines
are the electric field potential: 0 V for the bottom surface (grounded electrode)
and 1 200 V for the exposed electrode. The origin of horizontal axis is located
at the edge of the exposed electrode (0 µm).

ns at the edge of the exposed electrode (0 µm) a small region of E =0 can be seen,

but before this time the concentration of charged particles is too low to form a sheath

region and thus shield the neutral plasma from the external electric field. At 20 ns the

neutral plasma region becomes larger and continues to increase as time progresses.

The electric field strength inside the dielectric directly below the electrode is equal

to 2.4 · 107 V/m as set by the boundary conditions (1 200 V/50 µm)calculated. This

value remains the same for the length of the simulation since as time progresses the

edge effect moves further away from the electrode. The magnitude of the electric

field within the dielectric below the neutral plasma remains very close to this value

(e.g. at 50 ns and 150 µm away from the exposed electrode it is 2.32 · 107 V/m).
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The maximum magnitude of the electric field in the sheath region reaches 8.4 · 107

V/m at 10 ns and drops to 7.6 · 107 V/m at 50 ns, while the magnitude of the electric

field within neutral plasma varies from 3 · 105 V/m to 5 · 105 V/m depending on the

location within the neutral plasma region. The drop in the magnitude of the electric

field inside the sheath region is due to the increase in the distance from the exposed

electrode and a reduction in the maximum electric potential (φE) within the sheath

region.
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Figure 3.15: Evolution of electric field (|E|)distribution [V/m]. The contour lines
are the electric field potential: 0 V for the bottom surface (grounded electrode)
and 1 200 V for the exposed electrode. The origin of horizontal axis is located
at the edge of the exposed electrode (0µm).

Figure 3.16 shows the evolution of the surface charge and the electric potential

along the dielectric surface. The maximum value of the surface charge is on the order

of 3 · 10−3 C/m2 in the sheath region and around 2 · 10−3 C/m2 in the rest of the
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plasma region. After the initial formation of the sheath region this value decreases

as the ionization front moves further away from the exposed electrode. As the sheath

moves away from the exposed electrode it leaves behind an approximately linear

variation in φE as shown in Figure 3.16 (b),(c),and (d) with a value of of 372 V/mm

within the plasma region. In the region ahead of the ionization front in the absence

of an accumulated electric charge, potential rapidly approaches zero hence creating

the strong electric field helping sustain the ionization process.
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Figure 3.16: Evolution of electric potential (φE) and surface charge density (σc)
along the dielectric surface. The graph also shows the initial voltage. (The
edge of the exposed electrode is at 0 µm).
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Figure 3.17 shows the approximate position of the plasma front (as measured by

the sheath position) and the speed of this front’s propagation. The position of the

plasma front is estimated based on the maximum value in the surface charge (σc),

horizontal (Ex) and vertical (Ey) electric field components along the surface of the

dielectric. The maximum surface charge (the peaks in σc in Figure 3.16) corresponds

to the trailing edge of the sheath region while the maximum position of the electric

field components are located near the front of the sheath region. By taking the

derivative of the position location with time one can obtain the speed of plasma

propagation along the dielectric surface. In Figure 3.17(b) the speed is computed by

taking the derivative of the position of plasma front based on Ex as location based on

σc proved too noisy. Outside an initial spike at 10 ns the plasma front speed drops

from 5 µm/ns to 4.1 µm/ns at 70 ns. The reduction in speed appears reasonable

since the electric potential at the plasma front is reduced and therefore the ionization

process is reduced (which leads to slower propagation).
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Figure 3.17: Estimates of plasma front position and its speed.
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3.4 Grid convergence study

Figures 3.2 and 3.3 (Section 3.1) show the mesh refinement schematic and the mesh

that is used for most of the simulations. As mentioned, there are two levels of refine-

ment with the smallest element size being 0.5 µm. To test the effects of the mesh on

the plasma results, two additional meshes are evaluated. These additional meshes add

another refinement region such that the most refined mesh has 4 levels of refinement

(Mesh 1 in Table 3.2). A medium mesh is also used which has 3 levels of refinement

(Mesh 2 in Table 3.2) while the coarsest mesh which has 2 levels is depicted in Figure

3.3 (Mesh 3, Table 3.2). The physical limits of these additional refinement regions is

Mesh
Refinement

levels
Total number
of elements

Minimum element
edge length (µm)

1 0, 1, 2, 3, 4 760 370 0.125

2 0, 1, 2, 3 251 870 0.25

3 0, 1, 2 105 470 0.5

Table 3.2: Description of meshes.

indicated in Table 3.3. The result is that the coarsest mesh (Mesh 3) has two levels

of refinement, a total of 105 470 elements and a minimum edge length of 0.5 µm. The

medium mesh (Mesh 2) has 251 870 elements with a minimum edge length of 0.25

µm and the finest mesh (Mesh 1) has 760 370 elements with a minimum edge length

of 0.125 µm.

Figure 3.18 shows the overall effect of the element size on the evolution of the

current through the exposed electrode. The figure has three regions (A, B, and C)

showing the locations of maximum discrepancy. The errors between the three meshes

are amplified in these regions due to the presence of a high rate of change of the

current. Region A is at the onset of the current spike between 5 and 7 ns. The

difference between Mesh 3 and the other two meshes is as high as 50 %, whereas the

difference between Mesh 2 and Mesh 1 is 12 %. Region B is the peak of the current
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Refinement Level x - limits (µm) y - limits (µm) Element size (µm)

0 Domain Domain 2

1 -100 to 400 -10 to 50 1

2 -80 to 350 -3 to 30 0.5

3 -70 to 330 -2.5 to 28 0.25

4 -65 to 310 -2.2 to 26 0.125

Table 3.3: Mesh refinement levels.
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Figure 3.18: Current density per unit width for the exposed electrode for different
meshes.

which occurs during 7 to 10 ns. The different element size causes a difference of 7 %

between Mesh 3 and Mesh 1, and 2 % between Mesh 2 and Mesh 1. Region C occurs

between the current peak and plateau. The difference for the current in this region

is within 12 % when comparing Mesh 3 to Mesh 1 and 5 % when comparing Mesh 2

to Mesh 1. All of the above differences can be attributed to a delay of 0.1 ns for the

ionization when comparing Mesh 3 to Mesh 1 and 2.

For further uncertainty estimation a point is selected at 20 ns, 12 µm to the right

as measured from the exposed electrode edge, 3.6 µm above the dielectric surface.
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At 20 ns this location corresponds to the plasma region and is shown in Figure 3.19

together with the positive ion concentration. Figure 3.20 shows a comparison between

0 µm 50 µm

0 µm

50 µm

Probe
Location

Figure 3.19: Location of of the probe with respect to the positive ion
concentration(Np) at 20 ns. It is located 12 µm away from the edge of the
exposed electrode and 3.6 µm above dielectric surface.

the three meshes normalized to Mesh 1 for four variables taken at that point: electric

potential (φE), electric field strength E, and the number densities of electrons (Ne)

and positive ions (Np). In addition, the surface charge accumulated on the dielectric

surface by 20 ns is also included. The difference between Mesh 2 (0.25 µm) and Mesh

1 (0.125 µm) is within 1 % for all tested variables. When comparing Mesh 3 to Mesh

1 the difference varies from as high as 5 % for the electric field and accumulated

charge to as low as 0.1 % for the electric potential.

Table 3.4 presents the results of a sensitivity study using procedures outlined by

Freitas [79]. According to this analysis the errors for the tested values between Mesh

1 (finest) and an estimated theoretical perfect (no grid error) value (based on mesh

extrapolation mentioned by Freitas [79]) is 0.4 % or less for the finest mesh based on

the GCI for any variables shown in Table 3.4. For Mesh 2 (medium) the GCI is no
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Figure 3.20: Normalized variable comparison between three meshes at 20 ns. φE,
E, Ne and Np are taken at a location shown in Figure 3.19, while .

greater than 1.65 % for all the variables considered.

φE

[V ]
E

[106V/m]
Ne

[1020m−3]

Np

[1015m−3]
Charge

[10−9C/m]

size ratio (Mesh 2 vs 1) 2

size ratio (Mesh 3 vs 2) 2

value (Mesh 1) 1187.88 0.4744 2.004 2.069 151.7

value (Mesh 2) 1188.03 0.4698 2.012 2.077 152.9

value (Mesh 3) 1189.17 0.4506 2.038 2.097 158.5

estimated value 1187.86 0.4760 2.000 2.064 151.3

observed order p 2.93 2.04 1.62 1.43 2.24

GCIMesh1
[%] 0.0024 0.40 0.25 0.27 0.26

GCIMesh2
[%] 0.018 1.65 0.77 0.74 1.23

Table 3.4: Grid Convergence Results.

Although the coarsest mesh (Mesh 3) differs by a maximum of approximately
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5 % from estimated values as shown in the table, based on the small increases in

accuracy when observing the GCI of Mesh 1 or 2, Mesh 3 is used for all the remaining

simulations due to its faster computational times.

Having quantified the errors associated with the grid, the accuracy of the simula-

tions can be verified by comparison to experiment (as is done in Chapter 6). However,

the relative scarcity of detailed experimental data along with the abundance of nu-

merical work allows for another means of verification.

3.5 Verification

As was mentioned before, Figure 3.13 shows the evolution of positive ion particles.

These results in terms of plasma propagation and movement are in reasonable agree-

ment with similar simulations performed by Abdollahzadeh et al. [73] and Boeuf et

al. [50] under quiescent conditions (as described in Table 3.1). The maximum ion

concentration levels (on the order of 1021 m−3) and the behaviour of the positive ions

shown in Figure 3.13 in terms of the shape and development of the plasma match the

simulations of Abdollahzadeh et al. [73]. However, the ionization front is travelling at

approximately 4-5 µm/ns which is slightly higher than the value mentioned by Boeuf

et al. [50] of 3 µm/ns (where it is not specified how the plasma speed is calculated).

Figure 3.21 shows a comparison of the currents’ evolution between this work and

the work presented by Abdollahzadeh [73] and Boeuf [50]. The current is obtained

by integrating the difference between the electron flux and the flux of positive ions

along the length of the charged electrode multiplied by the elementary charge (in this

case the positive ion flux is actually zero due to the boundary conditions). While

the peak for the current is noticeably higher initially, it reaches values comparable to

the work of others within the first 20 ns. This higher initial current could be caused

by higher ionization rates which would also result in the faster propagation of the
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Figure 3.21: Current density per unit width for the exposed electrode (the unit of
width is in the direction normal to the plane of the computational domain).

ionization front observed between the three investigations. The current simulations

indicate that the maximum current per unit width is reached within the first 10 ns,

while in Abdollahzadeh it happens within 20 ns and in the case of Boeuf results after

30 ns. The following section investigates the potential reasons for this discrepancy.

3.6 Parametric study

3.6.1 Effects of applied voltage wave form

The ionization process is directly related to the applied voltage at the exposed elec-

trode. Figure 3.22 compares three different voltage profiles that are used to reach 1

200 V and include a constant 1 200 V, an arctangent curve and an incomplete sine

wave (Figure 3.22(a)). For each approach, the designed voltage is reached within 25

ns or less. The main difference between the resultant currents is the delay in the

initial current spike which is caused by the delay in achieving the maximum voltage.
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(b) Current density per unit width

Figure 3.22: Comparison of different applied voltage profiles.
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Figure 3.23: Different Voltage profiles comparison: the current density per unit
width for the exposed electrode with offset time of 0 set to the location of the
peak current.

The overall shape and magnitude of the spike remains approximately constant. This

is more clearly observed in Figure 3.23 in which all three lines are overlaid on top

of each other by offsetting the original graph by the time it takes to reach the peak

current. According to these results the peak current is independent of the way the

maximum applied voltage is reached.
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3.6.2 Effects of initial electron/ion concentration

Since the current spike happens at the beginning of each simulation, the electron/ion

density is varied to asses its effect on the results. The initial densities of both electrons

and positive ions are set to be equal, and for one atmosphere it is usually assumed to

be on the order of 1013 m−3 [50]. However, in certain situations this may not be the

case: e.g. different pressures, residual ionization, etc.
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(a) The actual evolution of the discharge

0 10 20 30
0

5

10

15

20

25

1 · 108 m−3

1 · 1011 m−3

1 · 1013 m−3

1 · 1015 m−3

Offset Time [ns]

C
u
rr
en
t
p
er

u
n
it
w
id
th

[A
/m

]

(b) The graphs are offset in time to compare the
profiles (the maximum is set to appear at 0 ns)

Figure 3.24: Current density per unit width for the exposed electrode - Initial
particle densities.

Figure 3.24(a) shows the effect that the initial density of charged particles has on

the current, while Figure 3.24(b) shows the overlaid graphs (similar to one in Figure

3.23). All other parameters (e.g. pressure, temperature, etc.) are kept the same

for each simulation. As one can see from Figure 3.24(a), a lower initial number of

particles leads to a time delay in the current spike. When this delay is accounted for,

Figure 3.24(b) indicates that the initial concentration of charged particles only speeds

up or delays the initial ionization process, but has little effect on the actual current

developed. The time of the current peak varies from 5 ns for 1 · 1015 m−3 to 15 ns
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for 1 · 108 m−3. This means that for simulations of DBD configurations with short

actuation time (e.g. nano-second pulse discharge actuators) the initial concentration

of charged particles can have a significant impact on the results. However, for cases

with longer actuation times (as is the case here) the initial concentration of the

charged particles does not appear to change the resulting plasma behaviour.

3.6.3 Effects of electrode thickness on plasma development

-t

Flush exposed electrode

Gas

Dielectric

(a) Flush electrode

+t

Extruded exposed electrode

Gas

Dielectric

(b) Extruded electrode

Figure 3.25: Schematics of different exposed electrode configurations.

All of the simulations in the previous sections use an exposed electrode with zero

thickness. Although computationally simple, this is obviously aphysical and thus this

section considers the effect of the thickness of the exposed electrode on the current per

unit width. Both a flush (Figure 3.25(a)) and an extruded (Figure 3.25(b)) electrode

configuration are examined. Figure 3.26(a) shows the currents when a constant 1 200

V is applied to an exposed electrode which is flush with the surface (i.e the electrode

thickness is all within the dielectric). As one can see the maximum current is reduced

as the thickness of the electrode is increased. Also, at the same time as the peak

current is reduced the time to reach this peak is increased. The maximum current

reduction can be explained by the reduction in the electric field strength at the edge of

the electrode (Figure 3.26(b)), which for a zero thickness electrode peaks at 13.5 · 107
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V/m and for an 8 µm thick electrode peaks at 6 · 107 V/m . As time progresses the

sheath region moves further away from the edge of the electrode and the effect of

the electrode thickness is reduced. This is seen in Figure 3.26(a) past approximately

30 ns when all the current curves approach the same value. It is noted that as the

thickness increases the reduction in the maximum current becomes less pronounced.

This suggests that past a given thickness any further increases in the thickness of

the flush electrode will not result in any noticeable change in the observed maximum

currents.
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(b) Electric field strength at 1 ns

Figure 3.26: Current density and electric field strength for the exposed electrodes
with different thicknesses which are flush with the dielectric surface.

Figure 3.27(a) shows results for the case where the exposed electrode is protruded

from the surface (i.e into the gas domain above the dielectric). As one can see the

situation is different from the flush case. In this configuration there is no delay in

the current peak. The peak current for the 2 µm thick electrode is slightly higher

than for the 0 thickness electrode (23 A/m versus 21 A/m), while for the 4 µm thick

electrode the current peaks at 8.9 A/m. After the initial current peak the current for

the 4 µm thick case drops to approximately half that of the 0 µm thick electrode and
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maintains this ratio for the duration of the simulation. The current for 2 µm thick

electrode on the other hand initially drops to a level slightly below the 0 µm thick

electrode case but then approaches the value of the of the 4 µm thick electrode at

80 ns. Figure 3.27(b) suggests that the initial electric field is slightly higher for a 2

µm extruded electrode than for a flush electrode (15 · 107 V/m vs 13.5 · 107 V/m),

which would explain the initial higher current values for the 2 µm case. However,

it doesn’t explain the low current values for the 4 µm case indicating an additional

mechanism is present. Figure 3.28 shows the electron distribution with electric field
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(b) Electric field strength at 1 ns

Figure 3.27: Current density and electric field strength for the exposed electrodes
of different thicknes which are extruded on top of the dielectric surface.

lines at 1 ns for the cases of extruded electrodes with different thickness. In the case

of a zero thickness electrode the electrons tend to concentrate in the same location as

high electric field (above 1.6 · 108 V/m). For the case of a 2 µm thickness electrode

the maximum electric field encountered by the electrons is also above 1.6 · 108 V/m

leading to an initial current spike. When the electrode thickness is set to 4 µm the

maximum electric field encountered by the electrons is lower than in the previous two

cases. This difference is enough to reduce the maximum current from 21-23 A/m to
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8.9 A/m.
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Figure 3.28: Comparison of electron concentration (Ne) and electric field (E) distri-
bution at 1 ns for the extruded electrodes with different thickness. The electric
field lines are in steps of 4 · 107 V/m.

In summary, the change in the geometry of the exposed electrode changes the

initial electric field distribution, which in turn has an impact on the initial plasma

formation and in the case of an extruded electrode it also affects the later stages

of plasma propagation. While the zero thickness electrode produces a large current

spike, the simulations described in the next chapters are still performed using a zero

thickness electrode.



Chapter 4

Simulation Results - Quiescent Flow -

Effects of voltage sine wave on plasma

development

For the continuous use of a SDBD PA, usually a periodic voltage waveform is used.

Many research groups have tested different waveforms from sine waves in the kilohertz

[18,37,50] or megahertz range [45] to nanosecond pulses in kilohertz range [3]. A test

case with a sine voltage waveform applied at the exposed electrode will be analysed

here to evaluate the plasma development for a DBD over a several cycles of this type

of operation. The sine wave has an amplitude of 1200 V and period of 100 ns (10

MHz). The 10 MHz frequency is selected in the interest of time as each cycle takes

approximately 80 hours to simulate (time steps are on the order of 1 · 10−14 s). The

results of a total of four periods are presented in this chapter. All boundary conditions

are the same as shown in Table 3.1 (Section 3.2) (except for the exposed electrode

which has the voltage sine wave applied as described above), including the initial ion

and electron concentration of 1013 m−3 and a zero applied voltage at the grounded

electrode. The domain size is changed to accommodate a larger plasma region, and

it is set to 1 400 µm (gas and dielectric) in the horizontal direction and 300 µm in

77
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vertical direction (gas domain). The refinement regions are also extended so as to

maintain the same distance away from the outer boundaries.

4.1 Full sine wave cycle

Figure 4.1 shows the current and voltage comparison between a constant voltage and

a single period of the sine wave. The first quarter phase of this cycle looks similar to

10 ns of a constant voltage when examining the current per unit width, with a similar

peak value only delayed as seen Figure 4.1 (a). As mentioned in Section 3.6.1, this
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Figure 4.1: Current per unit width for the exposed electrode for different voltage
profiles.

delay is due to the time it takes for the voltage to reach its peak value (see Figure 4.1

(b)). Past the quarter phase point the voltage starts to drop and so does the current.

However, the current reaches zero at approximately 38 ns which is before the voltage

reaches zero (50 ns) after which the current starts to lead the voltage. Since the

dielectric acts as a capacitor and the plasma has some resistance to the current, the

SDBD PA acts as a resistive-capacitive circuit (or RC-circuit). For RC-circuits it is

typical for the current to lead the voltage. Therefore the current spike to a value of
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approximately -15 A/m before the voltage reaches zero (1/2-phase) is expected . Once

the voltage reaches its minimal value (3/4-phase) the current is already decreasing

in magnitude. On this side of the voltage curve the current again approaches zero

before the voltage does. One should also note that the circuit is “open” during the

initial 22 ns of the sine wave since the voltage and electron concentration are too

low to cause significant ionization and thus current discharge. Therefore there is no

current during that time.

4.1.1 1/4-phase

During the first 1/4-phase of the sine wave the voltage rises to its peak value of

1200 V on the exposed electrode. Figure 4.2 shows the concentration of positive ions

and electrons at 1/4-phase of the sine wave (25 ns). In addition, the concentration

of ions and electrons for the case with a constant voltage at 8 ns are also included

for comparison. As one can see the constant voltage case has an extra region of

positive ions (Region A in Figure 4.2(a)), while the concentration of electrons is

nearly identical for the two cases. The difference in the concentration of ions can
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Figure 4.2: Concentration of charged particles at 1/4-phase with comparison to to
constant voltage case.

be attributed to the initial concentration and the time needed to reach this state.
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For the constant voltage case it takes only 8 ns for the ionization process to pick up,

while for the sine-wave voltage it takes 25 ns. During the first 20 ns of the sine-wave

the electric field is relatively weak and doesn’t have enough strength to significantly

affect the ions or cause the ionization process to begin. In the case of a constant

voltage, the strong electric field is able to push the ions away from the surface of the

electrode before the ionization process is significant enough for plasma to form. Once

the plasma is formed it shields these ions from the electric field thereby preventing

the dispersion of Region A.

4.1.2 1/2-phase

At the 1/2-phase of the cycle the voltage on the exposed electrode is reduced to 0

V. Between 1/4-phase and 1/2-phase the plasma behaves similarly to the constant

voltage, that is the plasma continues to propagate away from the exposed electrode

while charging the dielectric surface. However, as the voltage on the exposed electrode

starts to drop, the dielectric surface ends up with the higher electric potential than

the electrode itself causing a reversal in the current flow (which is observed in Figure

4.1 (a)). Figure 4.3 provides comparison of the concentration of ions and electrons

between the constant voltage profile and the 1/2-phase (50 ns) of the sine-wave,

when the voltage is at zero and the current has already reversed its direction. Using

the ionization delay identified in Figure 4.2 (a) of approximately 17 ns, by the time

the sine-wave voltage has reached the 1/2-phase voltage, the corresponding results for

constant voltage are at 33 ns. At this point the profiles differ significantly. In the case

of the constant voltage the plasma front propagates forward and the dielectric surface

under the plasma has a surface potential of approximately 1200 V. For the sine-wave

the voltage on the exposed electrode is at 0 V, while the maximum potential on the

dielectric surface is 473 V. In addition, one can note that the direction of plasma flow

is reversed: the maximum ion concentration and the electron lip are directed towards
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Figure 4.3: Concentration of charged particles at 1/2-phase with comparison to to
constant voltage case.

the exposed electrode, while the rightmost extent seems to be depleting. This agrees

with the current profile in Figure 4.1(a).

4.1.3 3/4-phase

Figure 4.4 shows the distribution of charged particles for the 3/4-phase and compares

it to the constant voltage case. Even though the plasma under both a constant and

a sine-wave voltage has a significantly different shape, the maximum concentration

of positive ions is still on the order of 1021 m−3 for the two cases. The maximum

concentration of electrons, however, is an order of magnitude lower at the 3/4-phase

(1020 m−3 vs 1021 m−3).

In Figure 4.4(a) Region B is noted which surround a region of positive ions ap-

proximately the same size ad extent of the positive ion region in Figure 4.3 (a). This

region has moved slightly left along the electrode surface but has maintained a height

of approximately 50 µm (same as 1/2-phase) and a length of approximately 124 µm
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Figure 4.4: Concentration of charged particles at 3/4-phase with comparison to to
constant voltage case.

(112 µm for 1/2-phase). This movement is consistent with direction of the applied

voltage during this phase of the sine wave. However, in addition to the ions in Re-

gion B there is also a newly formed ion cloud - Region C. Region C has a lower ion

concentration and is spread out further than Region B.

When comparing the electron distribution of the 3/4-phase (Figure 4.4 (b)) to the

1/2-phase (Figure 4.3 (b)) one notes that the electrons are spread out to a much larger

area above the dielectric at 3/4-phase. This is because the dielectric surface becomes

negatively charged due to oncoming electrons are repelled from the negatively charged

exposed electrode. As the surface becomes more negatively charged more electrons are

propelled further away from the electrode. Due to their high mobility, the electrons

are dispersed in a wide angle away from the electrode resulting in a larger cloud of

electrons thus allowing ionization of the neutral gas further away from the dielectric

surface. Therefore, one obtains a positive ion cloud in region C which covers a region

further than 100 µm away from the dielectric as compared to approximately 50 µm.

The area of the highest concentration of electrons and ions still remains close to the
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dielectric surface (within 25 µm) in both a constant and sine-wave applied voltage.

At this point it becomes harder to identify the sheath region while the plasma

front and its direction become harder to quantify given the more diffuse nature of

plasma cloud. As such, it is beneficial to talk about the extent of the plasma defined

here as the presence of a significant quantity of charged particles (above 1015 m−3).

4.1.4 End phase

At the end of the sine-wave cycle the applied voltage on the exposed electrode re-

turns to zero. Figure 4.5 shows the concentration of charged particles at that time.

The maximum concentration of charged particles is reduced when compared to the
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Figure 4.5: Concentration of charged particles at 3/4-phase with comparison to to
constant voltage case.

previous 3/4-phase (from 5.5 · 1020 m−3 to 4.8 · 1019 m−3 for ions and from 9.8 · 1019

m−3 to 6.9 ·1017 m−3 for electrons), though the overall shape of the positive ion cloud

remains approximately the same. Regions B and C can still be identified. On the

other hand, the electrons are dispersed a significant distance away from the dielectric

surface which now has a residual negative charge of approximately 600 V. Due to this

some of the electrons are absorbed through the exposed electrode, while others are
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pushed towards the domain boundaries. Due to the high mobility of the electrons

their concentration is significantly lower than that of the positive ions (6.9 · 1017 m−3

for electrons and 4.8 · 1019 m−3 for ions). The electron concentration, however, is still

four orders of magnitude higher than the initial value (1013 m−3) and covers a much

larger area than in the case of constant voltage at the same time after ionization. This

means that the next cycle will have higher initial ionization rates than those seen for

a constant applied voltage, or even those that consider another sine-wave voltage but

starting again from the initial no-plasma conditions.
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4.2 Multiple cycles

Figure 4.6 shows the current and applied voltage at the exposed electrode for four

cycles. One can note that the currents vary from cycle to cycle. The maximum

current (on the order of 90 A/m) occurs during the positive part of the second cycle

and is significantly higher than that observed in the initial cycle (22.7 A/m). After the

maximum in the second cycle the currents are reduced to approximately 40 A/m for

the third and fourth cycles. As mentioned in the previous section, the concentration

of electrons and ions at the end of the first cycle is significantly higher and more

spread out than when starting the DBD initially. This facilitates ionization during

the second cycle thus leading to a higher current spike. This also indicates that at
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Figure 4.6: Current density per unit width of the exposed electrode for sine wave
with multiple cycles.

least for this configuration the first two cycles are not representative of the average

operation of the plasma actuator. Figure 4.7 - 4.8 further support this statement.

Figures 4.7 and 4.8 show the positive ion and electron density for four cycles of

the sine wave. During the first half of the second cycle the plasma propagates 500

µm (Figure 4.7 and 4.8 (e) and (f) ) from the edge of the exposed electrode in a

manner similar to the that seen in Figures 4.2 and 4.3. The plasma has a well defined
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Figure 4.7: Evolution of positive ion density distribution [m−3]. The contour lines are the electric field potential with 0
V for bottom surface (grounded electrode) and 100 V difference between the lines. The exposed electrode is at 1200
V at 1/4-phase, -1200 V at 3/4-phase, 0 V at 1/2-phase and at the end of each cycle.
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Figure 4.8: Evolution of electron density distribution [m−3]. The contour lines are the electric field potential with 0 V
for bottom surface (grounded electrode) and 100 V difference between the lines. The exposed electrode is at 1200 V
at 1/4-phase, -1200 V at 3/4-phase, 0 V at 1/2-phase and at the end of each cycle.
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sheath region for the 1/4-phase of the second cycle and is able to charge the dielectric

surface behind the plasma front to shield itself from the electric field. The positive

ion Regions B and C (Figure 4.5 and Figure 4.7 (d)) have combined into a single

cloud. At the 1/2-phase of the second cycle (Figure 4.7 and 4.8(f) ) the dielectric is

positively charged and the maximum residual potential is at 748 V.

The electron density also has similar features during the 1/4 - and 1/2- phases

of cycles 1 and 2 although for the 2nd cycle the overall extent of the electron cloud

is significantly larger. However, in Figure 4.8 (e) the maximum concentration is still

close to the surface and the electron lip is visible at the plasma front. At the 1/2-

phase point the electron lip has changed position to the exposed electrode (Figure

4.8 (f)) indicating a reversal of the current as seen Figure 4.3.

During the 3/4-phase of the second cycle (Figure 4.7(g) ) the positive ions form

two distinct clouds similar to those seen during the the 1st cycle. One extends from 0

µm to 500 µm (Region B and C) and the other from 500 µm onwards (Region D). The

first cloud (Region B and C) has a similar shape as the concentration at the end of

the positive part of the cycle (Figure 4.7(f)), but with lower maximum concentration.

The second cloud (Region D) is formed as if the end of the first cloud acts as the edge

of the exposed electrode and thus shape of the second cloud is similar to Region C

of the first cycle (Figure 4.4, Figure 4.7(c)). However, the high value of the residual

positive potential at 1/2-phase point (748 V) reduces the extent of positive ion cloud

propagation along the dielectric during the negative part of this 2nd cycle making

Region D somewhat smaller than Region C in the 1st cycle (Figure 4.7(g) and Figure

4.7(c)).

Since electrons are much lighter than positive ions they end up covering a larger

region (Figure 4.8(h) ) than the positive ions by the end of the 2nd cycle, similar

to the behaviour observed for the first cycle (Figure 4.8(d)). However, the negative

residual voltage in the second cloud region (due to the negatively charged dielectric in
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Region D) results in a relatively low concentration of electrons. This means there is

a lack of available electrons for ionization in this region. The lack of electrons, large

distance from the edge of the second cloud to the exposed electrode and residual

voltage of -600 V at the end of the second cycle further impede the propagation of

positive ions during the following cycles.

During the third and fourth cycles (Figure 4.7 from (i) to (p) ) the positive ions

don’t propagate much further than during the second cycle indicating that for the

given test configuration the plasma is reaching its propagation limit. Figure 4.6 also

suggests that the system has achieved an approximately stable (or steady) operational

state with a maximum current during the positive and negative parts of the cycles

of approximately 43 and -32 A/m for the 3rd cycle and 40 and -45 A/m for the 4th

cycle.

The low residual voltage, lack of electrons for ionization in Region D, and a rela-

tively large distance from the exposed electrode again at an applied voltage of 1200

V results in a situation where there is not enough potential to create another plasma

sheath to increase the size of the main body of the positive ions at the beginning of

the 3rd cycle and beyond (compare Figure 4.7(e) to Figures 4.7(i) and (m)). Even by

the end of the positive part of the fourth cycle (Figure 4.7(n)) the residual potential

in the second cloud remains at -218 V. Comparing Figures 4.7(m) to (p) with Fig-

ures 4.7(i) to (l) indicates that during the 4th cycle the positive ion cloud behaves

in a manner similar to that observed during the 3rd cycle again suggesting that an

approximate steady state is being reached. In the case of the electron density, the

second cloud is not as distinct and is merged with the first cloud by the end of the

fourth cycle (Figure 4.8(p) ).

Figure 4.9 shows the surface charge for each of the cycles at quarter-phase points.

If there is not enough charged particles flowing towards the surface to neutralise the

surface charge during voltage phase changes, then the next cycle would be affected by
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the presence of these charges, through the residual potential that is generated by these

surface charges. As one can see from Figure 4.9, in the region further than 500 µm

away from the electrode after the 2nd cycle the surface is negatively charged through

all phases. According to Figure 4.9(a) the surface is positively charged for the first

400 µm after the first cycle (the only exception being a small region from 300 to 375

µm during the 3rd cycle which has a small negative charge). From 400 to 900 µm

at the 1/4-phase, cycles three and four have a significant negatively charged surface

which restricts further plasma propagation. The higher magnitude of the negative

surface charges results in stronger potential which pushes the electrons away from

the surface resulting in regions of low electron concentration near dielectric surface

and larger electron clouds dispersed throughout the domain at the end of each cycle

(Figure 4.8 (d), (h), (l), (p)).

Figure 4.9(b) shows that past the first cycle the dielectric surface is predominantly

positively charged but that by the 3/4-phase point the surface has become predom-

inantly negatively charged (Figure 4.9(c)). This is consistent with the movement of

both the positive ions and electrons under the changing applied electric field. Figure

4.9(d) shows a significant difference in the surface charge distribution between the 1st

and 2nd cycles. However, the difference in the surface charge distribution between

the 2nd and 3rd cycles is smaller and continues to decrease even further between the

3rd and 4th cycles further suggesting a quasi-steady state is being reached.

As illustrated in this chapter a periodically applied voltage can lead to plasma

behaviour that changes from cycle to cycle and thus care needs to be taken to address

these differences. The results for current per unit width, the positive ion and electron

densities, and the surface charge all suggest that these differences start to decrees

past the 2nd cycle and approach a steady state behaviour by cycle four.
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Figure 4.9: Comparison of surface charge density between different cycles.



Chapter 5

Simulation Results: Supersonic flow -

Shock Effect on Plasma

5.1 Initial and Boundary Conditions for Test

Cases

To study what happens to a plasma when it encounters a shock the pressure and

temperature in the fluid region are separated into two regions representing conditions

ahead (P1, T1) and behind (P2, T2) a normal shock as shown in Figure 5.1. The

upstream pressure (P1) and temperature (T1) are set to 100 kPa and 300 K for all

the simulations, while the downstream pressures and temperatures are found using

the normal shock equations. Table 5.1 lists the simulated shock cases.

Mach Number Pressure (P2) [kPa] Temperature (T2) [K]

1.3 180.5 357.3

1.5 245.8 396.1

2.0 450.0 506.3

Table 5.1: Pressure and temperature for the fluid region downstream of the shock
for the considered Mach numbers.
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M1
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T1

M2

P2

T2
Flow

Direction

Region 2: Dielectric

Shock located 50 µm
downstream of the exposed electrode

Figure 5.1: Computation domain for the simulations with shock located 50 µm
downstream of the exposed electrode.

These simulations do not model the effect of the plasma actuator on the fluid

flow and as such the pressure and temperature remain constant throughout the sim-

ulations. The domain size is the same as the one shown in Figure 3.1 with a flush

exposed electrode of 0 mm thickness. The applied voltage at the exposed electrode

is a constant 1200 V and the grounded electrode is set to 0 V. The fluid domain

contains neutral particles (N2), positive ions and electrons. The initial concentration

of charged particles is set to 1013 m−3. The mesh is the same as the one described in

Section 3.1 and contains 117 118 elements in the fluid region, 23 548 elements in the

dielectric region and the minimum element size is 0.5 µm.

5.2 Normal Shock Results

Figures 5.2 to 5.4 show the evolution of the positive ion concentration for the three

Mach number considered compared to a no-shock (Mach 0) solution. Figure 5.2

indicates that at Mach 1.3 the ionization front is slowed down as it passes through the

shock which becomes noticeable by 50 ns (Figure 5.2(d)). However the distribution of

the positive ions is similar to the case without a shock. The effect of the shock is more

pronounced at a Mach number 1.5. The reduction in the speed of the plasma sheath
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Figure 5.2: Evolution of positive ion density distribution [m−3] for shock case with
Mach 1.3 compared against quiescent flow case. The contour lines are the
electric field potential: 0 V for grounded electrode and 1200 V for the exposed
electrode. The origin of horizontal axis is located at the edge of the exposed
electrode (0µm).

becomes noticeable the moment the plasma reaches the shock (20 ns, Figure 5.3(b)).

The results at 30 and 50 ns also show that the positive ions do not reach as far along

the dielectric surface as in the case of no-shock. However, unlike at Mach 1.3, in the

case Mach 1.5 the positive ions propagate upwards along the dowstream side of the

shock itself. This is also the case at Mach 2 (Figure 5.4) as once the plasma front

reaches the shock, the propagation speed starts to drop and the positive ions start

to propagate upwards along the shock itself. For the weaker shock strengths (Mach

1.3, Mach 1.5) the high concentration of ions (above 1021 m−3) behind the shock

indicate that the ionization process is still able to continue. However, at Mach 2 the

concentration of positive ions drops to below approximately 1021 m−3 by 30 ns and

at 50 ns the maximum positive ion concentration only reaches 1020 m−3 while at the

dielectric surface-shock intersection the concentration of positive ions drops to below
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Figure 5.3: Evolution of positive ion density distribution [m−3] for shock case with
Mach 1.5 compared against quiescent flow case. The contour lines are the
electric field potential: 0 V for grounded electrode and 1200 V for the exposed
electrode. The origin of horizontal axis is located at the edge of the exposed
electrode (0µm).

1019 m−3. It should be noted that for the Mach 2 case the value of E/P drops from

2400 (V/m)/Pa ahead of the shock to 533 (V/m)/Pa behind the shock.
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Figure 5.4: Evolution of positive ion density distribution [m−3] for shock case with
Mach 2 compared against quiescent flow case. The contour lines are the electric
field potential: 0 V for grounded electrode and 1200 V for the exposed electrode.
The origin of horizontal axis is located at the edge of the exposed electrode
(0µm).
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One might assume that such a severe reduction in positive ion concentration is

due to a lack of ionization, but as shown in Figure 5.5, ionization is still occurring at

50 ns. Furthermore, the rate of ionization is comparable both before and after the

shock at approximately 1030 m−3s−1. Although the ionization is still occurring, the

maximum magnitude of ionization at 50 ns is below the maximum value observed at

20 ns by a few orders of magnitude leading to the reduction in the observed plasma

propagation speed. However, because ionization is still occurring, the positive ion

void observed at Mach 2 at 50 ns (Figure 5.4(d)) requires further explanation.
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Figure 5.5: Mach 2 ionization/recombination rate.

Figure 5.6 is similar Figure 5.5 but shows the ionization/recombination rate di-

vided by the magnitude of the ions’ velocities (including the vectors of the ions’
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velocities at both 20 ns and 50 ns). As one can see this ratio is a few orders of magni-

tude higher within the plasma region near shock at 20 ns than at 50 ns (1029 m−4 vs

1023 m−4 ). This means that positive ion production is significantly higher than ion

migration at 20 ns while at 50 ns positive ion migration becomes a more significant

factor. Due to the shape of the electric potential lines, positive ions are forced not

simply from the region upstream of the shock into the downstream region, but also

upwards and away from the dielectric leading to the lack of positive ions observed

at the root of the shock observed in Figure 5.4(d). The propagation of positive ions

along the shock and their persistent presence there is a result of the positive ions be-

ing forced downstream by the electric field combined with the lack of electrons with

which these ions could recombine as shown by the evolution of electron distribution

(Figure 5.7). Furthermore, the lower mobility of the positive ions in the downstream

region due to higher gas density created by the shock (the ion mobility is inversely

proportional to the gas density, Eq. 2.29) means that the positive ions that migrate

into this region tend to stay there.



99

0 µm

50 µm

0 µm
Shock
50 µm 100 µm

Zero reaction
rate line

Recombination
region

Ionization
region

900
V 60

0
V

30
0
V

(a) 20 ns

0 µm

50 µm

0 µm
Shock
50 µm 100 µm

Zero reaction
rate line

Recombination
region

Ionization
region

900
V

60
0
V

30
0
V

(b) 50 ns
1016 1020 1024

1012 1028|Sp|/Up [m−4]

Figure 5.6: Mach 2, ionization/recombination rate devided by ion speed.
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Figure 5.7: Evolution of electron density distribution [m−3] for shock case with Mach
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Figure 5.8: Estimates of plasma front position and its speed for different shock
conditions.

Figure 5.8 shows the position, speed, and acceleration of the plasma sheath for

the Mach numbers considered. From Figure 5.8(a) one can see that it takes approx-

imately 17 ns for the plasma to reach the shock before the shock alters the plasma

behaviour. Prior to this time the plasma front behaves in the same fashion as seen

in Figure 3.17(b) where once the ionization starts the plasma front speed peaks at

approximately at 5.5 km/s at then settles to an approximately constant value of 5

km/s as shown in Figure 5.8(b). Also shown from the plasma front speed graph one
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Mach Number Transition (nm/ns2) After-shock (nm/ns2)

<1 -78 -12

1.3 -267 -14

1.5 -800 -24

2.0 -1264 -19

Table 5.2: Plasma front acceleration as it passes through the shock (transition) and
once it passed through the shock (after-shock).

can define three phases: initial (same as no-shock case, 0- 13 ns), transition (13-21),

after-shock (after 21 ns). During the initial phase the plasma front position, speed

and acceleration behaviours are approximately identical between the four test cases,

since the plasma front is yet to reach the shock.

The transition phase of the graphs corresponds to when the plasma front passes

through the shock (13-21 ns). During this period the acceleration graph indicates the

main difference between the four cases, with Mach 2 showing the highest deceleration,

which corresponds to the steepest slope on the speed graph after the initial phase.

Table 5.2 shows that the peak acceleration during transition varies from -267 nm/ns2

at Mach 1.3 to -1264 nm/ns2 at Mach 2. This due to the fact that the ionization

process in the downstream region is reduced due to the higher pressure and density

of the medium behind the shock, which leads to a reduction of the plasma front

propagation speed. This speed change happens only during the transition through

the shock, hence the extra deceleration during this period. This deceleration peak is

proportional to the strength of the shock and thus the Mach number.

The after-shock region starts after 21 ns and can be characterised by a low magni-

tude deceleration of the plasma front of approximately 12 to 24 nm/ns2. This value

is independent of the Mack number and even the presence of the shock.

The plasma speed reduction due to the presence of a shock is also reflected in

the current per unit width as shown in Figure 5.9. In Chapter 3 it was shown that
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after an initial peak the current per unit width decays at an approximate constant

rate (Figure 3.18 and 5.9 no-shock). Figure 5.9 shows that the presence of a shock

adds and additional step drop in the current. The stronger the shock the larger this

second drop in the current. For example, at Mach 1.3 as the plasma hits the shock

(at approximately 17 ns) the current suddenly drops from approximately 11 A/m

to 8.6 A/m, while there is no such change for the no-shock case. After this sudden

step change both the Mach 1.3 and no-shock cases exhibit a gradual lowering of the

current. It can also be observed that the second step drop in current increases with

increasing Mach number where at Mach 1.5 this difference is between approximately

11 A/m to 4.1 A/m, while at Mach 2 it drops to 0.9 A/m.

0 20 40 60 80
0

5

10

15

20

25

No shock

Mach 1.3

Mach 1.5

Mach 2.0

Time [ns]

C
u
rr
en
t
p
er

u
n
it
w
id
th

[A
/m

]

Figure 5.9: Current density as a function of time for different Mach numbers.

Figure 5.10 shows the ratio of the electric field strength to the pressure for Mach

1.5 and no-shock cases (where recalling that the ionization parameter α is a function

of this ratio, see Eq. 2.32). As seen from Figure 5.10(a) at 10 ns the region upstream

of the shock (between the edge of the exposed electrode and the shock) is the same for

the case with and without shock with the ratio reaching as high as 1000 (V/m)/Pa.
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However, downstream of the shock this value is an order of magnitude lower for

the Mach 1.5 case than for the no-shock case indicating that at the start as plasma

begins to approach the shock location the ionization process is slowed. By 20 and 30

ns (Figures 5.10(b) and (c)) the plasma front has passed through the shock and peak

E/p values between the shock and no-shock cases are different by approximately 500

(V/m)/Pa. Furthermore the distribution of the electric-field-to-pressure ratio at the

plasma front is no longer the same between the two cases. There is another region

of elevated values just upstream of the shock location 50 µm above the dielectric

surface in the Mach 1.5 case. Despite this region of high E/P this does not result in

high levels of ionization due to lack of electrons above 25 µm as shown in Figure 5.11.

Therefore this provides an additional indication that any increase in the concentration

of positive ions in the region immediately downstream of the shock and well above

the dielectric is due to diffusion and not ionization.

However, this region disappears by 50 ns (Figure 5.10(d)) as the electric field in this

region ahead of the shock weakens as the plasma sheath moves further downstream.

Figure 5.12 shows the charge densities between Mach 1.5 and no-shock case. The

maximum value of the charge density is maintained above 100 C/m3 for both cases

as both the ion and electron densities are reduced by the same amount when a shock

is present. At 10 ns the distribution of the charge density is the same between the

two cases (shock at Mach 1.5 and no-shock). At 20 ns the distribution of the charged

particles upstream of the shock is similar between the two cases, while downstream

of the shock the charge density for the shock case starts to lag behind the no-shock

case. At 30 and 50 ns (Figure 5.12(c) and (d) this lag becomes even more obvious

indicating a reduction in plasma front propagation speed as discussed earlier. In

addition, the tail of the charge density for the shock case is pushed further away from

the dielectric surface passing the 50 µm indicator, whereas in the no-shock case the

tail doesn’t move that far away from the dielectric surface. This is related to the
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Figure 5.10: Electric field to pressure ratio distribution [V/m/Pa] for shock case
with Mach 1.5 compared against quiescent flow case. The contour lines are the
electric field potential: 0 V for grounded electrode and 1200 V for the exposed
electrode. The origin of horizontal axis is located at the edge of the exposed
electrode (0µm).

absence of significant electron concentration above 25 µm and the ions being forced

further away from dielectric surface.

Based on these results a shock located in a path of a plasma generated by SDBD

PA is detrimental to plasma generation and propagation. In the case of a strong

enough shock (e.g. normal shocks at Mach 2 and above) the plasma propagation

is limited to the diffusion of positive ions created before the shock is reached (as

opposed to the continuous generation of positive ions within a plasma sheath). The

presence of a shock (independent of its strength) changes the E/P field such that a

region of high concentration of positive ions is generated directly downstream of the

shock further away from the dielectric when compared to a no-shock case. The cases

presented in this section only consider frozen flow and do not incorporate the effects

that a plasma has on the flow itself. The next section considers the case were the
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Figure 5.11: Evolution of electron density distribution [m−3] for shock case with
Mach 1.5 compared against quiescent flow case. The contour lines are the
electric field potential: 0 V for grounded electrode and 1200 V for the exposed
electrode. The origin of horizontal axis is located at the edge of the exposed
electrode (0µm).

interactions between the flow and the plasma are modelled.
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Mach 1.5 compared against quiescent flow case. The contour lines are the
electric field potential: 0 V for grounded electrode and 1200 V for the exposed
electrode. The origin of horizontal axis is located at the edge of the exposed
electrode (0µm).



Chapter 6

Coupling of background supersonic flow

and plasma calculations

The previous chapter describes the results for a hypothetical supersonic flow situation

with the fluid properties held constant. This chapter presents results where the plasma

and supersonic flow interact with each other (i.e. the fluid properties are updated as

the plasma evolves). An experiment described by Nishihara [3] serves as the basis

for this analysis. Nishihara et al. [3] performed an experiment by placing a PA on

a 12◦ wedge inside a supersonic wind tunnel as shown in Figure 6.1(a), 6.1(b). The

experiment was performed in a wind tunnel that operates using dry air at plenum

pressure of 0.5 - 1 atm. The conditions at the test section were measured at 38 torr

(5.07 kPa) and 2.2-2.3 Mach. The plenum pressure was at 400 torr (53.3 kPa). The

shock is generated by a 12◦, 7 mm wedge with spanwise width of 3.2 cm (the channel

width was 4 cm). The electrodes were 0.4 mm thick copper foil tape, 20 mm in length

and 5 mm in width. The dielectric was made out of two layers of Kapton tape for

a total dielectric thickness of 0.2 mm. The exact voltage profile for this experiment

was not shown, however, the authors mentioned that the power supply operates in

pulse mode at 1 kHz repetition rate, with maximum pulse peak of 20 kV and pulse

duration of 50-100 ns. This corresponds to a maximum electric field strength within

108
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the dielectric of 108 V/m. The maximum electric field strength in the air region is

estimated to be 3.5 · 108 V/m by using Eq. 2.47 (Kapton has dielectric constant of

3.5 [80]). Based on the oblique shock equations the pressure downstream of the shock

is 9.34 - 10.1 kPa. These values correspond to E/p values of 34.5 - 37.5 kV/m/Pa for

the downstream region and 69 kV/m/Pa for the upstream region of the shock.

Oblique
shock

12◦ wedge

HV
Electrode

Grounded
Electrode

(a) Configuration A, the grounded electrode
is 5 mm wide

Oblique
shock 12◦ wedge

HV
Electrode

Grounded
Electrode

(b) Configuration B, , the grounded elec-
trode is 10 mm wide

Figure 6.1: One of the experimental configurations presented by Nishihara [3]. The
length of the wedge is 7 mm in length. The grounded electrode is 0.4 mm thick
copper foil, which is 5 or 10 mm wide. The exposed electrode is also 0.4 mm
copper foil, which is 5 mm wide. The dielectric is a 2 layer Kapton tape with a
combined thickness of 0.2 mm.

6.1 Wedge Flow: Geometry and Test Conditions

The simulated geometry is a 2D wedge at 12◦ (Figure 6.2). The domain size is 600

µm for the flat surface upstream of the wedge, 700 µm downstream of the wedge

corner along the horizontal line, and 500 µm in vertical direction. The dielectric

thickness is set to 50 µm. The mesh size is 392 652 elements and 795 004 nodes with

the minimum element size of 0.5 µm. The applied voltage is a constant 1 200 V.

The relative permittivity of the dielectric is set to 5. The ambient temperature is set

to 300 K and the pressure is set to 100 kPa. The free-stream velocity is set to 694

m/s, which corresponds to 1.97 Mach for nitrogen gas. The fluid flow also requires
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Parameter Free-stream After-shock

Mach Number 1.97 1.537

Static Pressure [kPa] 100 187.88

Static Temperature [K] 300 361.84

Speed [m/s] 694.87 595.40

Emax [V/m] 1.2·108 1.2·108

E/Pmax [V/m/Pa] 1200 638.7

Wedge angle 12 ◦

Shock angle 42.23 ◦

Table 6.1: Properties of the fluid region ahead and after the oblique shock.

a boundary condition for velocity at the surface. There are two possibilities: free-

slip and no-slip. Both of these cases are presented in the sections below. Table 6.1

provides with the theoretical flow properties for the supersonic flow across an oblique

shock of 12◦ for Mach 1.97.
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Figure 6.2: Computational domain for plasma-shock interaction simulation. The
electrode edge is 20 µm upstream of the wedge. The grounded electrode is along
the entirety of the dielecrtic bottom surface. The wedge is 0.7 mm long which
is 10 times smaller than the experimatal setup by Nishihara (Figure 6.1).

The simulated conditions are reflective of Nishihara geometry, but adjusted to

a scale feasible for the computational resources available. They are equivalent to



111

examining the highlighted region in Figure 6.1. However, due to numerical stability

issues some of the flow conditions have been adjusted (e.g. free stream pressure in

the simulation is set to 100 kPa, while in experimental work it is 5 kPa) and therefore

only qualitative comparisons will be made for verification purposes.

6.2 Wedge Flow Results: Free Slip

To evaluate the effects of the interaction between a plasma and a gas flow without

the complexity of a boundary layer the wedge geometry is simulated at Mach 1.97

with free-slip conditions. Figures 6.3 and 6.4 show the pressure and temperature

conditions before the plasma actuator is activated. The pressure at the inlet is 100

kPa and downstream of the shock it is 187.7 kPa (the theoretically predicated value

is 187.9 kPa). The temperature at the inlet is set to 300 K and downstream it reaches

361.7 K (the theoretically predicated value is 361.8 K). These results were obtained

by using OpenFOAM and running the sonicFoam solver with the boundary conditions

mentioned in the previous section until a steady state is reached (which is achieved at

200 µs). The exposed electrode is set to a constant 1 200 V for the remainder of the

simulation. The simulation is advanced 200 ns of simulated time as this is enough to

observe the effects of plasma-shock interaction.
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Figure 6.3: Initial pressure distribu-
tion.
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Figure 6.4: Initial temperature distri-
bution.
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Figures 6.5 and 6.6 show the plasma parameters such as ions and electron number

density evolution. According to Figure 6.5 the plasma is being quenched by the

presence of the shock, similar to the flat plate simulations with shock given the drop

in maximum E/P to approximately 639 (V/m)/Pa, which is between 533 (V/m)/Pa

and 976 (V/m)/Pa observed in Section 5.2 for Mach 2 and Mach 1.5, respectively. This

causes a reduction in the effect that the plasma can have on the shock itself. At 30 ns

Figure 6.5(b) shows that in the region just downstream of the shock and significantly

above the dielectric there is a region of an increased positive ion concentration. This

makes it appear as though the positive ion concentration rises across the shock as

is also seen in the flat plate shock case at Mach 2 in Figure 5.4(c). Additionally in

the normal shock case when the plasma passes through a shock at Mach 2 a void

is created upstream of the shock (Figure 5.4(d)). In the case of the wedge shock

shown here a void is seen at 200 ns only in this case it is located 50-100 µm behind

the shock. This difference in location is due to the difference in the geometry of the

electric field which influences where the positive ions can migrate. After the reduction

of the ionization process (50 ns), the positive ion cloud continues to increase in size

and decrease in concentration due to diffusion where at 100 ns and 200 ns the cloud

propagates downstream bounded by the shock and the dielectric surface.
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Figure 6.5: Positive ion concentration (Np) [m
−3].
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Up to 50 ns the electrons behave similarly to the case without a shock, with a

high concentration of electrons within the plasma near the dielectric surface with a lip

(similar to Figure 3.8(b)) within the sheath region (Figure 6.6(a) and (b)). However,

at 50 ns the concentration of electrons is visibly reduced indicating a reduction in the

intensity of ionization processes (Figure 6.6(c)). By 200 ns the electron concentration

drops below 1016 m−3. This indicates that the positive ions present at 200 ns (Figure

6.5(e)) are those that are created before the plasma sheath is extinguished at 50 ns.
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Figure 6.6: Electron concentration (Ne) [m
−3].

While enough plasma exists to carry current, this current flowing through the

plasma results in Joule heating of the surrounding gas. Due to Joule heating the

temperature rise near the surface is as high as 55 K initially (Figure 6.7(a)), but

cools down within 200 ns to a maximum of 45 K with most of the region being within
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35 K of the initial value (Figure 6.7(e)). Due to the sudden increase in temperature

a pressure wave is formed. This causes an additional temperature rise of 5 K at the

pressure wave itself which is followed by as much as a 10 K decrease in temperature

within the expansion wave that follows (both waves are discussed below).
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Figure 6.7: Temperature change [K]. Free-stream temperature is at 300 K.



116

Figure 6.8 shows the initial and final pressure distribution for the free-slip case. At

200 ns of SDBD PA operation a weak pressure wave is visible downstream of the shock.

For better visualization the difference in the flow properties (pressure, temperature

and velocity) is calculated against a simulation of the flow without a plasma. Figure

6.9 shows this difference for the pressure. This figure clearly shows the effect that
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(a) Initial pressure

-20 µm 200 µm 400 µm

0 µm

200 µm

(b) Final pressure at 200 ns

100

125 150 175 200

225P [kPa]

Figure 6.8: Initial pressure and pressure at 200 ns.

the plasma actuator has on the flow. At 20 ns a pressure region with an increase

of 25 kPa is formed which continues to propagate downstream of the electrode as

well as away from the surface. The pressure wave originates at the location of initial

plasma formation, that is at the trailing edge of the exposed electrode. It is relatively

weak compared to the strength of the shock (25 kPa vs 88 kPa pressure rise across

the shock). While during the first 100 ns there is a region with elevated pressure

(compared to the free-stream), this pressure region dissipates by 200 ns with little to

no movement of the shock itself. Downstream of the shock the positive pressure wave

originating from the actuator continues to propagate along the shock wave and the

dielectric surface, though the strength of this pressure wave decreases to a maximum

∆P of 10.5 kPa at 200 ns. This pressure wave is followed by a low pressure region

with a maximum pressure reduction of 4 kPa with most of the region being at 1 kPa

below the initial value.

Figure 6.10 shows the changes in the velocity due to the operation of the PA in
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Figure 6.9: Pressure change [kPa]. Free-stream pressure is at 100 kPa.

terms of magnitude and direction. The maximum velocity change does not exceed 23

m/s (less than 5 %) within the first 30 ns (Figure 6.10(a,b)) and the change drops to

below 15 m/s for the pressure wave front. Near the surface this change is even smaller

(below 8 m/s). Figure 6.10 also shows the change in velocity towards the upstream

direction indicating a reduction in the speed of the gas flow in those regions. These

regions are mainly concentrated close to the surface of the dielectric as shown in

Figures 6.10(a-d). In addition, the large magnitude change along the shock indicates
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Figure 6.10: Velocity change from no-plasma conditions [m/s] (∆V = V −
Vno plasma). Free-stream speed is at 694 m/s, which corresponds to Mach 2.

some fluctuations in the position of the shock although this motion doesn’t exceed 5

µm.
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In the idealized case (no boundary layer) of a wedge shock the plasma is shown as

being quenched by the shock at these conditions with very little effect on the shock

itself. The effect of the plasma is mainly concentrated downstream of the shock in the

form of a weak pressure wave (with a maximum pressure rise of 15 kPa) travelling

along the downstream side of the shock and along the dielectric surface. This is

similar to what Nishihara presents in his work, though at a different size and time

scale (Figure 6.11).
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(a) Simulation, Pressure change at 200 ns
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(b) Experimental results at 10 µs, Configuration A

Figure 6.11: Comparison of simulated and experimental [3] pressure waves.
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6.3 Wedge Flow Results: No-Slip with Boundary

Layer

Unlike the ideal shock case, a flow with a boundary layer has subsonic flow near

the surface. To simulate this condition the inlet of the domain is modified to have a

velocity profile which corresponds to the von Karman laminar flow approximation [81]

described by Eq. 6.1:

V [m/s] =





694.4 if y > 15 · 10−6m

694.4
(

2y
15·10−6 −

(
y

15·10−6

)2)
otherwise

(6.1)

where y is the vertical distance from the electrode surface.

The profile from Eq. 6.1 is shown in Figure 6.12.
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Figure 6.12: Initial horizontal velocity profile at the inlet and the separation buble
at the electrode edge.

The result of this boundary layer is a velocity flow field with a flow recirculation at

the wedge as shown in Figure 6.13. The recirculation is also visible from the velocity

profile in Figure 6.12 at the exposed electrode edge location. Due to this recirculation
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Figure 6.13: Initial Speed [m/s]. Free-stream speed is at 694 m/s, which corresponds
to Mach 1.97.

the previously single shock is separated into two weaker and less pronounced shocks

which can be seen in Figures 6.14 and 6.15. Figure 6.15 compares the pressures
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Figure 6.14: Initial Pressure [Pa]. Free-stream pressure is at 100 kPa.

along the dielectric surface between free-slip and no-slip cases. In the free-slip case

the shock is clearly visible at the wedge location (x = 0 µm) by a sharp increase in

the pressure. In the case of the no-slip simulation with boundary layer the pressure

rise happens in a much smoother manner: it starts upstream of the wedge (x = -400

µm) and reaches values similar to free-slip case further downstream (x = 600 µm).

This pressure profile can be represented by two distinguishable compression regions:

the first one ending at 100 µm downstream of the corner location and a second one
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Figure 6.15: Pressure along the exposed electrode and dielectric interface.

starting at this location and continuing to x = 600 µm.

While the boundary layer is not visible in the pressure figure, the upper edge of the

boundary is clearly visible in the temperature profile. The inlet for the temperature

is set to a constant 300 K, while the gas-dielectric interface is set to have no heat flux

(insulation). The initial thickness of the boundary layer was set to 15 µm through

velocity profile, but at the flow recirculation region the boundary layer thickens to

as much as 50 µm in the vicinity of the edge of the exposed electrode (x = -20 µm).

This means that, at least initially, the plasma is fully inside the boundary layer.

Unlike the previous case with an idealized shock, here the plasma is located mostly

inside the boundary layer region which doesn’t have any sharp pressure gradients. The

absence of a significant sudden pressure change means that the plasma doesn’t exhibit

a sudden weakening as it progresses along the dielectric surface, which can be seen

from Figures 6.17 and 6.18. That means there is no plasma extinction due to the

presence of the boundary layer. Figure 6.17 shows the positive ion concentration for

50, 100 and 140 ns. This distribution behaves similarly to the no-shock flat plate
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Figure 6.17: Positive Ions concentration [m−3].

case, though the plasma propagation is slower due to a higher pressure within the

plasma region and a lower value of the dielectric permittivity (5 here vs 10 in the flat

plate case). The higher pressure results in a lower value of E/P where the ionization

is a function of this value as was discussed in Section 5.2. The higher value of the

dielectric permittivity results in a stronger electric field in the gas region due to the

continuity of electric displacement field as mentioned in Section 2.2.1. Due to the

combination of these two factors, in the case of the wedge shock with a boundary
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layer the plasma covers 140 µm from the electrode edge after 50 ns, while in the flat

plate case at 100 kPa the sheath is at 200 µm mark by that time (Figure 3.5).

The positive ion distribution in the case of a flow with a boundary layer also shows

an extra feature that is not present in the free-slip and no-flow cases. This feature

appears as a bump in the profile (or more accurately an absence of ions just outside

the recirculation zone) and is indicated as Region A in Figure 6.17(c). The electric

field in Region A is very weak, therefore the ions are easily carried with the bulk flow

(this is also true for electrons). Since the bulk flow is faster outside the boundary

layer, the ions in the region are also moving faster the further they are from the walls,

hence the appearance of a “bump”.

The concentration of electrons (Figure 6.18) also indicates a continuous ionization

process even at 140 ns with a maximum concentration on the order of 1020 m−3 at

that point. The shape of the electrons cloud is similar to that of the positive ions

(with the exception of the sheath region).
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Figure 6.18: Electrons concentration [m−3].

While the effect of the flow on plasma development in the presence of the bound-

ary layer is not as noticeable as in the case without the boundary layer, the effect
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that the plasma has on the flow is stronger. The difference in flow properties (pres-

sure, temperature and velocity) is calculated against a simulation of the flow without

plasma in Figures 6.19 - 6.21.

Figure 6.19 shows the temperature change rise due to the operation of plasma

actuator. After the initial current spike the gas temperature within the plasma rises

by more than 100 K at the edge of the electrode (Figure 6.19(a)). As the plasma

front propagates along the dielectric, the temperature rise within the neutral plasma

region varies from 10 K to 40 K right at the surface of the dielectric. The maximum

temperature rise occurs at the edge of the exposed electrode and initially exceeds 100

K, though by 140 ns this value drops to 55 K. In addition to the temperature rise at

the surface of the dielectric, Figure 6.19 shows a wave of temperature rise of 10 K

propagating away from the dielectric surface. This is the pressure wave which occurs

due to the sudden heating generated from the operation of the plasma actuator. The

pressure wave is shown in more detail in Figure 6.20. Similar to the free-slip case

(Section 6.2) the change in temperature can be attributed to Joule heating as already

mentioned, and a temperature rise due to the passage of the pressure wave that is

generated due to the sudden temperature rise in the sheath region. The change in

temperature due to the pressure wave doesn’t exceed 10 K.

Due to continuous generation of plasma, the pressure wave is continuously gener-

ated within the sheath region up to the point of termination of the plasma compu-

tations (140 ns, Figure 6.20(c)). While the value of the pressure change is similar to

the free-slip case (here ∆P ≈ 13 kPa, while for free-slip it is approximately 15 kPa),

the extent of the pressure wave propagation is significantly larger. Similar to the

free-slip case the region bound by the pressure wave also has an expansion wave that

originates at the edge of the exposed electrode, but it doesn’t follow the shape of the

compression wave. Instead, the expansion wave propagates away from the exposed

electrode edge while maintaining a circular shape.
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Figure 6.19: Temperature change [K] due to operation of plasma actuator. Free-
stream temperature is at 300 K. The temperature difference is calculated against
the simulation of the flow without plasma.
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Figure 6.20: Pressure change [Pa]. Free-stream pressure is at 100 kPa.

Figure 6.21 shows the change in velocity field. The maximum change happens at

the location directly above the edge of the electrode. The location of this maximum

velocity change drifts upward with the pressure wave and drops to 21 m/s by 140

ns, while for the most part of the velocity change is below 15 m/s. The shape of the

velocity change is similar to that of the pressure wave.

Figure 6.22 compares the pressure and temperature changes along the dielectric

surface for no-slip (boundary layer) and free-slip cases at 100 ns. The pressure graph
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Figure 6.21: Velocity difference from the initial conditions [m/s]. Free-stream ve-
locity is at 694 m/s, which corresponds to Mach 1.97.

indicates that the no-slip case generates a significantly stronger pressure wave at 100

ns. This is expected since in the case of free-slip (no boundary layer) the plasma

is already quenched at that point and starts to diffuse, while in the case of no-slip

the plasma continues to propagate. The temperature change graph indicates that

the maximum temperature change is comparable between the two cases. However,

since the plasma propagates further in the case of the flow with the boundary layer

(no-slip) a larger portion of the flow is heated in that case.
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Figure 6.22: Comparison between no-slip and free-slip cases at 100 ns.
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Figure 6.23 shows the change in the velocity profiles normal to the surface due to

the operation of a PA. The graphs show the difference in ∆V between the no-slip and

free-slip conditions at three locations within the simulation (-20 µm, 0 µm, and 100

µm, the 0 µm location is at the beginning of the wedge, and the profile is normal to the

plane of the exposed electrode). According to the profile at the edge of the exposed

electrode (-20 µm), 100 ns after the start of the simulations there are no noticeable

effects on the velocity along the surface for the free-slip condition. In the case of the

no-slip conditions a PA seems to generate a flow that counters the separation bubble:

close to the surface the flow is accelerated forwards and towards the surface (positive

∆Vx and negative ∆Vy), while further away from the surface the flow is accelerated

backward and away from the surface (negative ∆Vx and positive ∆Vy). This is also

the case for the no-slip flow at the wedge corner (0 µm). The vertical speed change

(∆Vy) at this location is twice that of the electrode edge (20 m/s vs 10 m/s), while

the horizontal velocity is of similar magnitude (2 m/s). Further downstream (100 µm

in x-direction from the wedge corner, Figure 6.23(c)) flow is accelerated by an extra

10–15 m/s both in the forward (positive ∆Vx) and away from the surface (positive

∆Vy) directions. This accelerated portion of the flow is moved further away from the

surface by 140 ns, which also matches the position of the pressure wave (Figure 6.20).

In the case of the free-slip simulation, the velocity change is somewhat similar to the

no-slip case, but it is located closer to the surface at the wedge corner location and

further away from the surface at the 100 µm location.

The velocity-change profiles further show that PA is more effective at flow actua-

tion for no-slip case, since PA operates at lower pressures.
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(b) 0 µm, wedge corner
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(c) 100 µm downstream of the wedge corner

Figure 6.23: Horizontal (Vx) and vertical (Vy) velocity differences along three dif-
ferent vertical lines at 100 ns. Normal direction y (and y′) is measured from the
dielectric surface.
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Figure 6.24 shows the side-by-side comparison of the simulated PA in supersonic

flow with a boundary layer and Configuration B of the Nishihara’s experiment. What

can be observed is that the “Geometry B” from Nishihara generates a series of shocks

ahead of the wedge due to the physical presence of the exposed electrodes. In addition,

the pressure wave generated by the PA has a prolonged structure similar to the

simulation results for the case with a boundary layer. However, the time scale is

noticeably different between the simulations and the experimental data, therefore

this comparison should be taken with caution.
-20 µm 200 µm 400 µm

0 µm

200 µm

(a) Simulation: Boundary layer, final pressure at 140 ns

Simulated area

(b) Experimental results at 10 µs, Configuration B

Figure 6.24: Comparison of simulated and experimental [3] pressure waves.

Overall, these simulations indicate that for the tested PA configuration the effects

on the supersonic flow are relatively small. The simulations also indicate that in order

to maximize the performance of a PA the activation region (the edge of the exposed

electrode) should be located upstream of a shock, otherwise a stronger electric field is

required to activate the PA. Possible configurations that could have a stronger effect
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on the shock geometry/location might include a different position of the PA (further

ahead of the shock or recirculation region) and/or have a higher voltage applied to

the PA.



Chapter 7

Conclusions

As mentioned in Section 1.5 the main aim of this work is to develop a compress-

ible CFD solver with plasma computation capabilities which would allow to analyse

the possible effects that a supersonic shock has on SDBD PA performance and vice

versa. The solver is tested at quiescent flow conditions with the background flow

properties frozen, while varying different parameters relevant to plasma formation

at constant applied voltage to help develop an understanding of the plasma charac-

teristics. Simulations are then performed for a sine-wave applied voltage with mul-

tiple cycles followed by plasma simulations containing a constant background flow

for different shock configurations. Finally, the simulations are performed for a full

plasma-supersonic flow interaction.

The plasma solver is initially tested under various conditions with no flow and

verified against similar simulation results available in the literature. These compar-

isons demonstrate that the current code generated a higher initial current spike for

identical condition, though the currents after the initial spike were comparable. This

could be due to slight differences in some of the parameters used by different authors.

Simulations are also performed to study the effect of different plasma parameters

on the development of a plasma. Results show that a higher initial concentration of

charged particles reduces the time needed to reach peak currents as it takes less time

132
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to saturate the plasma with charged particles.

Results also show that different voltage wave forms of the same magnitude have

different times to peak current. The difference in the strength of the electric field

for various wave-forms results in a difference in the initial ionization rate, where the

slower the maximum voltage is reached the longer it takes to reach the maximum

currents.

The effects of the thickness of the electrodes is also simulated where for a flush

exposed electrode the initial ionization was slower as the thickness is increased. How-

ever, after the initial delay the currents for different electrode thickness showed nearly

identical behaviour. The thicker the flushed electrode, the more reduces the initial

electric field strength at the edge of the electrode in the gas region is reduced, thereby

reducing the maximum possible initial ionization rate. However, as the plasma prop-

agates away from the exposed flush electrode the thickness of the electrode becomes

less relevant, hence the asymptotic behaviour of the currents.

In the case of an extruded electrode currents were found to be lower for thicker

electrodes. With an extruded electrode electrons tend to gather near the top side

the electrode, while the maximum electric field occurs at the interface between the

dielectric, gas and electrode. The difference between these two locations result in

lower ionization rates and therefore lower currents. As the plasma propagates further

downstream the currents for thicker electrodes remain lower than for the case of a

0-thickness electrode.

Though most of the simulations for this work are performed with a constant

applied voltage, the case of a sine wave applied voltage with four full periods is also

analysed. From this analysis it is found that the first two periods are significantly

different from subsequent periods. The difference appears in the shape of the currents

that are generated by the PA as well as the shape of the plasma field itself. The

initial current spike of a sine-wave is comparable in magnitude to a constant applied
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voltage case (20 A/m). However, during the second period this spike is four times

that (90 A/m). For the last two periods the maximum current value is reduced to

approximately two times the constant voltage case (40 A/m), while the plasma region

exceeds approximately 800-900 µm downstream (which doesn’t change significantly

between the last two periods). This indicates a strong need for the simulation of

multiple cycles when using a cyclic applied voltage in cases where charged particles

don’t have enough time to dissipate within one period. This analyses also shows the

complexity associated with defining a steady solution for cases of fluctuating applied

voltages.

In addition to the development and testing of a solver for plasma flow computa-

tions, another aim was of this work is to answer two questions. The first question is “

What effects does a supersonic shock have on a plasma generated by SDBD PA?” The

presence of a shock is shown to result in a reduction in the plasma propagation where

this effect becomes stronger with an increase in shock strength. This indicates that

in cases where a PA operates across a shock one needs to consider the difference in

operating pressures. As the plasma front passes through the shock into the region of

higher pressure, the ions are pushed along the shock away from the dielectric surface

by the electric field. In addition, these simulations show that even in cases where the

ionization process had been reduced/eliminated by the shock there is still a relatively

high concentration of the residual positive ions. This concentration is comparable to

the cases where no shock is present, though it diffuses along the shock under the effect

of the electric field. From these observations one may conclude that to maximize the

performance of a PA it should be located ahead of a shock wave, otherwise a higher

operational voltage might be required.

The second question this work seeks to answer is “What effect does a SDBD PA

have on supersonic shock?” While the effect of a shock on plasma development in

SDBD PA is significant for strong shocks, for the simulated oblique shock conditions
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the SDBD PA had little effect on the shock geometry when compared to the overall

flow field. In the idealized case of a wedge shock with a free-slip wall condition (no

boundary layer), the shock reduced the ionization process consistent with what was

observed in the simulations when the plasma calculations are decoupled from the bulk

flow. However, even in this case where the ionization is extinguished the heating from

the PA left behind a pressure wave with a pressure rise of approximately 11 - 25 kPa.

In a more realistic case of a wedge shock with a boundary layer, the SDBD PA

operation occurs within the subsonic region of the flow separation bubble. Since

the shock strength is reduced as compared to the free-slip case the plasma sheath

propagates without any obstruction. As the plasma propagates along the surface

of the dielectric a pressure wave is continuously generated within the sheath region

with a pressure rise of approximately 13 kPa. A stronger voltage and/or different

PA located further ahead of the separation bubble might have stronger effects on the

flow and the shock wave geometry.



Chapter 8

Recommendations and Future Work

Before proceeding with additional simulations it is advisable to create a powerful

and versatile solver. The current solver can be improved by including methods to

speed up the computations, to provide better computational stability and additional

capabilities of the code:

• Currently, the Nitrogen ionization model is hard-coded into the solver. To

make the code more versatile (e.g. to model rocket exhaust flow) it needs to be

able to take in any number of species and ionization equations. This requires

implementation of reaction model similar to the one available with OpenFOAM

ReactingFOAM solver.

• The plasma takes up a relatively small region when compared to the entire

domain. This is especially true for the shock around a wedge configuration.

Therefore it might be computationally viable to have an additional “neutral

gas domain”, which would have the fluid flow equations and the Gauss equation

with zero charge (Eq. 2.14). This would avoid the need to compute the charged

particle distribution and all of the ionization parameters in this “neutral gas

domain”.
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• Another way to speed up the computations is to add dynamic mesh capabili-

ties to the code. “Dynamic mesh” refers to the refinement of the mesh during

the computations once certain conditions are met. This would allow for a re-

fined region limited to the sheath and plasma regions with high concentrations

of charged particles, while maintaining a coarser mesh everywhere else. Open-

FOAM 2.4.0 (the version that was used for this work) has dynamic mesh library

for 3D meshes only, therefore a 2D dynamic mesh library would need to be im-

plemented. Perhaps later versions of OpenFOAM will allow such capabilities,

otherwise they would have to be developed.

• Another method to improve both the performance and stability of the solver

is to implement the model similar to the one proposed by Parent [82]. Parent

shows that it is possible to have very stable and relatively fast computations by

obtaining electric potential from Ohm’s Law rather than from Gauss’ Law.

The current solver or an updated version of it could further be used to model

different aspects of plasma-flow interactions such as:

• Research of possible configuration to affect the geometry/position of a shock

either directly or though boundary layer control.

• Research of chemically active flow in the presence of plasma (e.g. scramjet

propulsion, rocket exhaust flow).

• Modelling 3D PA configurations might also show more features of plasma-shock

interaction.
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