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Abstract

The ejector mode of rocket-based combined cycles is a cotitaphas the ability to gain
thrust from atmospheric air and reduce fuel consumptiortlansireduce the cost of rocket
launches. This thesis develops a three-dimensional raxkeie design that includes the
potential for incorporating the ejector effect. The nozgldesigned such that the diverging
portion of the nozzle geometry must pass through a gatedipdced on the outer perime-
ter whose shape does not have to remain axisymmetric, tleasireg a void for air intake
into the centre of an annular rocket exhaust stream. Visetiasts are included via Eden-
field’s displacement thicknegs correlation for turbulent boundary layers. Comparison of
computational fluid dynamics to a predefined Mach numberidigion is within 1.6% of

an inviscid solution and 6.8% for a viscous simulation ughrek-¢ turbulence model.
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Chapter 1

Introduction

HE rocket engine was conceived over 100 years ago with majaribations into
Tthe early development by the rocketry pioneers Tsiolkoy&gddard, Oberth, and
von Braun. Konstantin E. Tsiolkovsky was a Russian visigrthat proposed concepts
with sound mathematical fundamentals of space flight ankktangines from 1895-1903.
Some of Tsiolkovsky’s accomplishments include identifamatof exhaust velocity as an
important performance factor, that liquid oxygen and ligliydrogen give higher exhaust
velocity due to higher temperature and lower molar masstladoncept of multistaging
[1-4].

Robert H. Goddard was an American scientist and inventdrdbasigned and tested
numerous rocket concepts and obtained 214 patents forfbi$sef35 posthumously and
131 later filed by his wife). Goddard’s accomplishments waestounding, and to hame
a few: he was the first to successfully launch a sounding togké a liquid-propellant
rocket engine in 1926; he realized the benefits of turbo-puamal thrust chamber cooling;
he proved that thrust could be created in a vacuum; and hgrasssthe gimballed thrust
chamber that acted as a movable tail fin [1-4]. Although hetivadirst in many aspects,
Goddard’s reclusiveness and unfortunately early deat#b Jprevented the sharing of
his knowledge and so many of his achievements were indepépde-realized by others

1



CHAPTER 1. INTRODUCTION 2

working in the field. As a result, it was not until the publisbiof his papers in 1970 that

many in the rocket business realized his brilliance [3].

Hermann Oberth worked in Germany and was very influentiahinigg public interest
through publishing his rejected thesis “The Rocket to tlenets” and directed the movie
“Woman in the Moon.” Oberth was a conceptualist that acldewany of his accomplish-
ments during the 1920s and 1930s. To list several: Oberthdlated the equations for
isentropic flow through nozzles; he realized the flight vitjoeehicle and propellant mass
relationship; and he introduced the parachute as a meansadiicing aerodynamic drag

to slow down a re-entering spacecratft [1-4].

Lastly, Wernher von Braun was Oberth’s assistant early dmisrcareer. von Braun
contributed to the A-4 rocket—the first practical and repr@tle liquid-fuelled rocket
that also served as a medium-range missile. After World \WWaroh Braun and most of
his team immigrated to the United States where they werenrssiple for sending the first
men to the moon on a Saturn V rocket in 1969. von Braun was algsi@ary in some

regard as he helped realize the concept of a reusable spaxh leehicle [1, 2, 4].

These four pioneers by no means generate the entire foondatrocketry, but their
contributions to the aerospace field were significant. Gtimeude General Arturo Crocco
and his son Luigi Crocco from Italy, Robert C. Truax of the LNaval Academy, Austrian
Eugen Sanger, and Robert Esnault-Pelterie of France [@4irA this list could go on and

so the reader is directed to Sutton [3] and Kraemer [4] fahierrinformation.

1.1 Rocket Performance Assessment

Since propellants can account for upwards of 90% of the \&himitial mass [2, 5] and
the high costs required for launch [6, 7], extensive effbege gone into the improvement

of rocket systems. Major work since the inception of rockets gone into several fields:
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(1) propellant choice; (2) feed system design; (3) incregaghrust chamber performance;
(4) maximizing area expansion ratio through improved n@dgasign; and (5) multistaging.
Concepts still in development include (6) rocket-basedtoed cycles and (7) liquid-air
cycle engines. The motivation behind these seven conceftsncrease the performance

qualifiers—thrustr or specific impulseésy—or reduce initial rocket mass.

() Propellant Choice

Propellant choice is instrumental in the amount of kinetiergy gained through combus-
tion. Since the early 1920s, more than 1800 liquid prop&laave been tested including
toxic energetic and exotic chemicals. The results of theatuations have dramatically
reduced the selection to several options identified in thepropriate propellant classes:

cryogenic, hypergolic, petroleum, and solid [3].

(2) Feed System Cycles

Feed systems have progressed from the heavy pressurizeahga®f the 1920s to simple
gas generator cycles and then on to expander-engine aretlstaghbustion cycles. The
expander-engine cycle is usually applied to cryogenicsfaatl gasifies the fuel in the thrust
chamber cooling jacket. This concept eliminates the needde generators or preburners
and additionally has the benefit of reducing the pressurp decooss the turbine since the
propellant in now heated and evaporated. Although the dtagebustion cycle requires
a preburner, it offers roughly the same performance as aanelgr cycle and has been

implemented on the RD-170 and Space Shuttle main enging [1, 3

The advent of computational modelling has provided the me&onptimizing feed sys-
tems and improving performance through increased effigiamc reduced mass, in part

due to improved construction materials. The capability rwsts to examine hydraulic
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flow through impellers, optimize turbine blade contourstlgh flow simulations, and gen-
erate stress and thermal analyses. Development of heahftar®allows for automated
control and real time response for adjustment of turbinepamdp speeds to maintain per-
formance. Risk of failure from cavitation or flow rate fluctioa is also reduced through

the monitoring of pressures and temperatures in the system [

(3) Thrust Chamber Design

Increasing chamber pressupe allows for higher kinetic energy and smaller chambers.
Since heat transfer increases almost linearly with charpbessure, an upper pressure
limit is dictated by thrust chamber material choice [3]. U$trchamber material selec-
tion is critical in preventing burnout and ultimately faiku This does not imply that the
thrust chamber is reusable since excessive temperatuteselet launching practice dic-
tate a one-time use; however, for safety considerationljrgpgoncepts are available to
prevent temperatures in excess of the thrust chamber ml&enelting temperature. Two
popular cooling methods are film cooling and regenerativaiieg. Film cooling injects
fluid (usually fuel in the U.S. and oxidizer by the Sovietg)raj the walls, absorbing heat
from the walls and combustion exhaust, and acts as a pratdmiundary layer of relatively

cool gas. Subsequently, heat transfer and wall temperataneeduced [1, 3, 8].

Since film cooling wastes propellant, regenerative coabngore common. The walls
of the thrust chamber act as a heat exchanger for heat to hefdreed from the exhaust
gases to fuel flowing along the walls. The heat exchanger ifoomly called a cooling
jacket) implements a double-wall design such that exhaaseg)flow between the inner
wall and liquid fuel passes between the inner hot wall anderocauter wall in a spiral

pattern starting from the nozzle outlet [1, 3, 8].

Typical materials that are used for the thrust chamber deekluminum alloys, stain-

less steels, copper, titanium, nickel, and niobium. Trae¢enmls added to alloys include
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metals such as silver and zirconium. Alternatively, abblathaterials including glass, sil-
ica, and carbon fibre have found successful applicationristrchambers [3]. Although
composites such as carbon fibre have much lower densitindridditional metals, appli-
cation of composites is limited since corrosive propeBaich as oxygen cause buckling

and collapse [1].

Increasing chamber pressure has provided a 4-8% increag@eaific impulse [3];
however, given today’s knowledge of suitable metals andtaded materials along with

cooling practice, chamber pressure cannot influence funti@rovement [1].

(4) Nozzle Design

Converging-diverging nozzles were pioneered by Carl deaLav 1882 and have been
demonstrated to produce the highest exhaust velocitiesNRIximizing area expansion
ratio is desirable to generate the most thrust for a giversiitew. Early designs consisted
of either axisymmetic conical or bell shapes—bell nozzhkesséill common today. After a
circular arc defining the throat region, the wall contour onical nozzles expands linearly
outward whereas the diverging section of a bell nozzle dftercircular arc is often ex-
pressed by a cubic polynomial such that expanding gase#eetd inward at the nozzle
outlet [9]. For conical nozzles, the ideal exit half angl@wld be between 4 and 50
minimize flow divergence losses; however, this makes fomrg g nozzle. Bell nozzles
can be upwards of 60% shorter thart onical nozzles of the same area ratio [4] but still

require gradual expansion at high altitude [3, 10].

Due to the fixed outlet area ratio, conical and bell nozzlestreelect a set outlet pres-
sureP: [3, 10]. Consideration of outlet pressure takes into actpotential underexpan-
sion and particularly overexpansion, both of which gereeparformance losses of up to
15% [10]. Underexpansion occurs whBgis greater than atmospheric pressBgeand

causes the formation of expansion fans at the nozzle outleteas overexpansion is when
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P: < P» and has the possibility of separated flow and shocks projpageito the noz-
zle [3,10,11]. As aresult, atmospheric pressure placeppeardimit on exhaust expansion

to ensurdPs > Ps.

Dual-bell nozzle designs accommodate several outlet press@nd provide a signifi-
cant net impulse gain over the entire trajectory as comp@rednventional bell nozzles.
The concept proposes a typical inner base nozzle accongiayen outer nozzle addition.
The connecting point between radial contours is a wall itifeqoint. Figure 1.1(&) shows
that the exhaust flow for lower altitude operation separatéke inflection point whereas
Fig.[1.1(b) shows that higher altitude flow remains attaal&d the exit plane of the outer
nozzle extension [10]. Alternatively, Fids. 1.2(a) and(fh}zhow that an extendible bell

design is composed of several annular segments corresgptaddifferent area ratios that
are stored one inside the other. The segments of an extenblakle are extended as re-
guired to provide best performance with respect to atmasppeessure. The extendible
extension has the advantage of reducing the package volimpper stage nozzles but has

the disadvantage of movable parts [3, 10].

outer nozzle extension
inflection point

inflection point

<, recirculation zone

< recirculation zone

inflection point inflection point

(a) low altitude (b) high altitude

Figure 1.1: Dual-bell nozzle

Manipulating rocket nozzle geometry from the common be#ipghhas been demon-
strated to achieve higher performance as is evident by tigg perospike (truncated plug),

and expansion-deflection nozzles. The physics behind tigegoid aerospike nozzles are
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extendible extension extendible extension

L
I

N
N

(a) low altitude (b) high altitude

Figure 1.2: Extendible bell nozzle

very similar in that Figl_1.13 shows that the plume size insesaas atmosphere gets thinner
thus providing near maximum performance independent datid# [1-3, 12, 13] and ex-
hibit similar performance ability [3]. Thrust from the plugzzle is developed on the outer
surface of a conical plug that terminates as a cusp whereasettospike nozzle achieves
thrust by creating a recirculating flow with an outer bouydgsproximating the plug noz-
zle shape (see Fig. 1.3). The expansion-deflection nozzlesbased on the same pressure
independence principle but has not been pursued since EiGkige the aerospike nozzle

demonstrated better performance [3].

Sea Level Design Altitude High Altitude
% > Pyesign Peo = Paesign Peo < Pyesign

combustio
chamber

I

flow | |

|
| recirculation
| zone

Figure 1.3: Influence of altitude on pressure for an aerospike nozzle
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The problem with these altitude-independent nozzle dedignn the requirement of
an annular combustion chamber rather than a normal cytialdchamber. Aside from the
brief revival of the aerospike nozzle on NASA's X-33 that eddn 2001, no application

has been developed to include inside-out nozzles [1-3, 13].

Another nozzle performance qualifier is nozzle efficienayze efficiency is the prod-
uct of kinetic efficiency (losses caused by kinetic effectByergence efficiency (losses
caused by shocks), and friction efficiency (friction andthéax induced losses). Since
these efficiencies are dependent on chamber pressuregesigin and nozzle exit area ra-
tio for a given outlet pressure [14], further improvemendifficult for single-stage orbital

launches.

(5) Multistaging

Area ratio altitude problems contributed to the advent oftistaging. Figuré 14 shows
that a typical rocket launch vehicle can consist of sevdegjes. For example, the Space
Shuttle, Saturn V, and Ariane 5 use two stages along wittpsiraboosters. When a
stage runs out of propellant, it can be jettisoned with arlasiye charge away from the
rocket. There are several reasons for staging: stagesdmpandent of each other meaning
that they can have different propellants and operatingathearistics; propellant tanks are
smaller and so sloshing is reduced; and by jettisoning estptyes, energy is not expended
to accelerate empty tanks. The first stage is at the bottoireaficket and fired first and is
generally designed to have high thrust to overcome grawityels. Second and subsequent
upper stages are stacked on top of the first stage and arendédig have high specific
impulse to provide maximum velocity. Additionally, zertage strap-on boosters operate

in parallel to propel the entire rocket upwards [1, 3, 8].
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| booster =
M

l: first stage second stage >
W

4 | =

Figure 1.4: Rocket multistaging

(6) Combined Cycles

Rocket-Based Combined Cycles (RBCC), also known as aimauated rockets, are con-
cepts first introduced in the 1960s that present the notionavéasing thrust through the
addition of mass flow, reducing propellant mass fraction(®y7and augmenting specific
impulse by 10-20% at static conditions [5], leading to redtltaunch costs for transat-
mospheric flight [1,15]. RBCC is classified as a hybrid rofiashjet engine that operates
better than either the rocket or ramjet separately. RBCbheaachieved through the addi-

tion of an ejector (has been referred to as a diffuser) dowast of the thrust chamber [3].

Figure[1.5 shows that traditional RBCC consist of three coments: thrust chamber,
air intake, and ejector (also referred to as an ejector duechaixer). The thrust chamber is
responsible for converting propellant internal energy ikinetic energy and accelerating
the exhaust gases. The air intake entrains air into theagjelrtside the ejector, the two
flows mix and achieve the ejector effect: momentum from tigh Inocket exhaust velocity
is transferred to entrained air; this transfer of momentamses some reduction to the
effective rocket exhaust velocity; however, the increasaass flow from the entrained air
results in a greater specific impulse and causes thrust augtion [5, 16]. In addition to
thrust augmentation, ejectors are capable of creating @wadike outlet, which reduces

the risk of plume overexpansion [3].

Numerous numerical and experimental investigations ip#s five years have focused
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my ——T 1% |
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e — — 4
[ / ejector

Figure 1.5: Ejector schematic for RBCC application

on the mixing capability of the ejector [17-24]. The invgations include influence of
variable length ducts, square ducts, cylindrical ductsia constriction ducts, annular
rocket exhaust streams, and total pressure and area regaisebetween the rocket flow
and air flow. Additionally, Presz and Werle [19] demonstuatiee potential of a multi-

staged ejector providing a back pressure benefit, noiserdratred suppression, thrust

augmentation, higher diffusion rates, and more efficierit @zoling.

During subsonic flight, air is entrained into the ejectortdmca rocket exhaust pump-
ing action (ejector mode), acting like the compressionesfag a jet engine [2, 5, 21-23].
Once flight reaches supersonic velocity, the rocket is inn@rket mode and the air inflow
is determined by external conditions including the flightdlanumber and inlet shock
structure [5,21-23]. Subsequently, several studies f]3)&@ve been conducted to identify

the influence of intake aerodynamics on air suction perfoaea

To assist in the quantification of the ejector abilitiesthe ratio by mass of air flow to
rocket exhaust flow

a= e (1.1)

should exceed some minimum value. Additionally, thrustraeigted ejector operation is
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limited to low-altitude environments where there is enoaghosphere to maintaim. On
Earth, ejector operation is restricted to altitudes bel®& kmj, or only during the initial
stage of a rocket launch. One-hundred kilometres is idedtds the von Karman line such
that 99.99997% of the atmosphere by mass is below this @dtitund is commonly used
to define the boundary between the Earth’s atmosphere (ffeddronautics) and outer
space (astronautics). This may be an optimistic upper fliaritair augmented systems
since atmosphere decreases on an exponential scale wpdttde height. For example,
the common cruising altitude for commercial airliners i®ai10 [km] because 90% of
the atmosphere by mass is below an altitude ofkig [25, 26]. In comparison, low-Earth
orbit starts at 300-40&m| [3].

Regardless of atmospheric issues, a flight plan has beeogede—such as that of
NASAs GTX single-stage-to-orbit concept design [27]—simting of rocket-ejector op-
eration at takeoff, acceleration from Mach 3—6 during rackeb mode, a scramjet mode
if velocity exceeds Mach 6 in atmosphere, and rocket-onlylenfor insertion into or-
bit [5, 16, 20, 27].

(7) Liquid-Air Cycle Engines

The Liquid-Air Cycle Engine (LACE) entrains air for opemati and collects and com-
presses air to liquid for later stages of flight. Air collectiallows for smaller oxidant
tanks; however, more time is spent in lower atmosphere teadufficient oxygen caus-
ing increased vehicle heating and drag [28]. The SABRE—aitiydir-breathing/rocket
engine concept—nhas the capability of reaching low-Eattiit after closing the air inlet at
Mach 5.5, 26km] altitude and operating solely on the rocket engines anectatl air for

the remainder of the mission [29].

Two additional engines requiring air entrainment for opierainclude the ramjet and

scramjet. These engines only operate in an air-augmentee anad are subsequently not
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candidates for transatmospheric flight [5]. Ramjets andme@ts have the benefits of few
moving parts in the engine, can operate at stoichiometritoauel ratios, and are self-
sustaining once operational but have the consequenceuwfiregforward motion such that
air can be compressed sufficiently. Ramjets compress superisilet velocities of Mach
1-2 due to aerodynamic diffusion for subsonic combustiahtaen a nozzle accelerates
the exhaust to a supersonic Mach 2-6 range [28]. Ramjetsexperimented with mainly
in the 1950-60s and have been successfully implementedeoHitler Hornet helicopter,
Lockheed D-21 reconnaissance drone, interceptor Rep¥Blt03 aircraft, and the SM-

64 Navaho and Bomarc missiles to name a few.

Scramjets, as depicted in Hig I1.6, are similar to ramjetem@xthe intake velocity
must be at least Mach 5, combustion is supersonic, and setsieje predicted to gen-
erate Mach 12-24 hypersonic flow; however, only Mach 5-10ds&h achieved in ex-
periment. Scramjets have the benefit of reducing shock watvine intake, thus reducing
total pressure loss [28]. Scramjet programs have include8As Hyper X and Australia’s
HyShot; however, the only current program is HyCAUSE—theeétgonic Collaborative
Australian/United States Experiment—that launches angetteon a rocket into space and

during re-entry, the scramjet is activated [30].

Fuel injection Nozzle

Supersonic exhaust

\\

Supersonic compression

Combustion

Figure 1.6: Scramjet operation
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1.1.1 Problem Statement

Five of the seven fields for improving rocket design—progaichoice, feed system de-
sign, thrust chamber performance, nozzle improvementd, namtistaging—have been
well examined and implemented to the extent that there ig Mte room for additional

improvement. Furthermore, liquid-air cycle engines arly geen as applicable for atmo-
spheric flight. Based on the seven fields examined, rockstebeombined cycles have the

most potential of substantial improved performance fargeamospheric flight.

The focus of this research is based on the expectation thair@ng air into the centre
of an annular rocket exhaust stream as shown in(Fig. 1.7 salisejector effect necessary
for the ejector mode of RBCC operation. Anticipated benefitpursuing this concept
include higher thrust due to increased mixing ability bedwehe higher annular rocket
exhaust velocity and entrained air along the central axi®agared to entraining air on the
annulus with the rocket located along the central axis (sg€¢IE5) and a more convenient
mounting configuration for an axisymmetric ejector ductsiit can be attached directly

to the outer wall of the rocket nozzle.

air intake

throat

l

thrust chamber

o air intake ejector

nozzle outlet

Figure 1.7: Proposed rocket nozzle/ejector schematic for RBCC apjmica
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Since existing bell nozzle designs are axisymmetric, a rezzle design must be devel-
oped to accommodate the ability for air entrainment. Algfoan annular exhaust stream is
required at the nozzle outlet, the proposed nozzle consdytsed on a different operating
principle than that of the plug and aerospike nozzles. Gamgs placed on the developed
nozzle concept include the requirement for a normal cylgadicombustion chamber such
that Fig[1.¥Y shows that the converging portion of the nozateains unchanged from exist-
ing manufactured converging-diverging nozzle desigresldhnch vehicle must be capable
of taking off from the ground, and that the inlet and outletditions of the nozzle must be

similar to existing nozzle performance characteristics.

This thesis addresses several objectives: describe tbeytfer a computer program
that is capable of generating three-dimensional nozzlgdegincluding viscous consid-
erations) based on provided input variables; assess thigegiand limitations of the input
variables; and conduct a computational fluid dynamics stodyssess the accuracy of a

selected nozzle configuration against its expected pedoca



Chapter 2

Model Formulation

The developed program solves the isentropic equationsrsglua compressible, steady-
state, one-dimensional, frozen flow through a series ofefiaibss sections that consider
boundary layer effects. Development of a three-dimensigeametry with viscous con-

sideration for the diverging portion of a converging-dyjieg rocket nozzle first generates
an inviscid geometry profile and then adds a displacemecditribss to create the viscous

design.

2.1 Inviscid Geometry Design

Input variables are divided into two categories: geometitables necessary for geometry
creation and fluid property variables necessary to definenatant specific heat fluid and
inlet properties. Additionally, a predefined Mach numbetritbutionM(z) is necessary to
define the nozzle’s inviscid area expansiz) from the throat deptlz = 0 (corresponds

to sonic flow whereviy, = 1) to the nozzle outlet depth= z using the isentropic relation

15
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as found in White [11];

+1

(2.1)

Equatior 2.11 is non-dimensionalized with respect to theahareal,.

Rather than interpolate to generate intermediate crosi®ssctheA(z) data calculated
from Eq. [2.1) using the predefind(z) is represented by a continuous function developed

from the Agnesi family of curves:

2
A2 VI e~ wG
A F (1+cos<mlrzi%tan ~ D +1 (2.2)
t

The depttzin Eq. (2.2) is non-dimensionalized with respect to a uséndd throat radius

rth. The constankE in Eq. (2.2) is evaluated such that the outlet degathind area lie on

the curve
-1
F = h o (2.3)
1+ cos(tarr\{ﬁ%% tan1 ”'“T)
It

Equation[(2.R) is rearranged to iteratively solve@ousing Newton-Raphson’s method and

is determined based on gate depfland area,

D= th__th (2.4)

29 (F41)
1 1A 1( 2zG
—tan(\/,—rcos - ——tan~ (W)

In order to obtain a value fo%, Mg is interpolated from the predefindd(z) data based

on a user defineg, input with the restriction that & z5 < z.. Equation[(2.11) then solves

for Ag from the interpolated value &flg.

Lastly, theG constant in Eq.[(2]2) is selected such that the area fun¢iqn (2.2))
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shows best agreement to the predefined data. In generabtthefrarea expansion at the
nozzle outlet is minimal and 96 should be defined as one or slightly higher. For example,
Fig.[2.1 shows that fo& = 1.05, Eqg. [2.2) matches a predefined data set representative of
Me = 2.75 performance characteristics of an Atlas E/F rocket motzzwithin 59% over

the range G % < 16.9 with the maximum variation occurring ?fﬁ =3.7.

o Area based on predefindd(z)
“F Eq. (2.2)

0 5 z 10 15
Tth

Figure 2.1: A(z) function matching the predefined isentropic expansion

Figure 2.2 identifies the necessary input variables reddiceinviscid geometry gener-
ation. Cartesian coordinates are implemented where tgaasiplaced at the throat centre
and the geometry is designed in the posittwequadrant such that streamlines proceed in
the positivez-direction. The geometry being modelled as shown in[Eigr@p2esents half
a clover due to symmetry about tlyeplane (the dotted line in Fig. 2.2). A clover is one
of the branches on the diverging nozzle through which th&ebexhaust must pass. To
better appreciate the flow path of the rocket exhaust[ Fsi2ows orthographic views for

a four-clover nozzle configuration. The corresponding{fdorer isometric view is shown
in Fig.[2.4(D).

The throat, gate, and outlet shown in Fig.]2.2 are three fidhystrained cross sections.
The throat must maintain an axisymmetric shape such thainitoe matched to existing

converging nozzle designs. The required inputs for theattmee its radius;, and angle of

symmetryy. Throat radius is critical for the dimensionalizing of theseyn as all lengths
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Figure 2.2: Initial cross sections
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air intake
(a) front view (b) side view

Figure 2.3: Orthographic nozzle views
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are non-dimensionalized by, and all cross sectional areas by

An=27% 25)

The clover half-angley can accommodate the possibility of using multiple clovess a
shown in Figs[ 2.4(@)—-2.4(c). Since the number of cloverstrspan the entire circum-
ference at the throat, 18@ivided by the clover half-anglg must yield a whole number.
Figures 2.4(aJ—2.4(c) show that through reducing the nurabelovers, the intake area
Aintake Proportional toAg increases. The intake arég:axe Can be represented by the void
between the dashed line passing throughRheoints (the swept wall-outer wall corner
points) and the positive-axis shown in Fig. 2]2 and is generated because the exhawst fl
is restricted to flowing through a clover. This results in anaar rocket exhaust stream at
the nozzle outlet (see Fig. 2.3).

(a) 5 cloversy = 36° (b) 4 cloversy = 45° (c) 3 cloversy = 60°

Figure 2.4: Varying clover nozzle configurations

The gate section exists on the outer perimeter of the noambeigh which the nozzle
geometry must pass; however, the shape is given freedonatsib dloes not have to remain
axisymmetric. The two inputs for the gate shown in Fig] 2a@liusry and arc angley,

influence the line connecting th points as shown in Figs. 2.5(a) dnd 2.5(b) and directly
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influence the air intake size. For increasiggFig.[2.5(a) shows tha@akeincreases when
Yy remains constant &ly moves farther away from theaxis. Figurg 2.5(f) shows that
an increase injjy for a givenrg forces the gate to cover more of the circumference and

causes a reduction Bptake

I
=65

9—-80

Tth

o _54

Tth

Tin
(a) Change img

(b) Change injy

Figure 2.5: Influence of gate parameters Bt line

Creation of the air intake shape requires a function to dasdthne line passing through
the P1 points. The goal is to develop a smooth swept wall definiegribzzle/air intake
interface where the outer edge passes through the Bir@eints shown in Fid. 212. Sub-
sequently, a fillet radiuss is introduced to assist in generation of a piecewise fundiio
define the line passing through tR& points. The line shown in Fig. 2.6 is drawn from a

topview perspective such that it exists on ¥agplane.

Figure[2.6 shows that in addition to the three user-defPiegdoints at the throat, gate,

and outlet, the slop% of the fillet circle at the gate is set to zero resulting in tleepment
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fillet circle

Figure 2.6: Swept side development

of the fillet circle centre at
(xf,Yf) = (Xg: [Yg—T+]) (2.6)

wherexg andyg are found from the position d¥1:
Ply = (%g,Yg,Zg) = <[rg cos(X — )], [rgsin(x — wg)],zg) (2.7)

Upon drawing the fillet circle, Fid._ 2.6 shows that inclusiointhe throat and outlet
P1 points on the curve occurs by projecting linear tangerfttheffillet circle through the
prescribed points labelled as before-gate tandgmnty,) and after-gate tangerika,Ya).
Determination of theXxy,yp) location requires drawing a right-angled triangle usitig,
and(xs,ys) as the other two vertices. Sint,,yp) is on ther; circle, the distance between
(Xp, Yp) and the fillet circle centre is; however, the other two lengths defining the triangle

are

i1 =/ (Xt — )2+ 3 (2.8)
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and

lth.p = lth.f COSOR (2.9)

where the angler, is found as

_ r
sina, = i (2.10)
th.

The lengthnp iIs now known and so the angle it creates with respect ta-dods is

Osum= Of + On (2.11)

where
VA
Xf —Ith

tanas = (2.12)

As a result, the location of the before-gate tangent poiat is

(Xo0,Yb) = ([rth+ lth.b COSAsun], [IthbSINAsun] ) (2.13)

Similarly, the after-gate tangent is found by first drawingght-angled triangle using

(Xa,Ya), (Xf,Ys), andPle as its vertices where

Ple = (Xe,Yes 2e) = ([reCOS(X — e)], [resin(x — ‘.Ue)]aze) (2.14)

The length between the fillet centre and the after-gate tamuent(x,,ya) isrf, whereas

o=/ (e —X0)2+ (¥1 —Ye)? (2.15)

and
lae = It.eCOSBn (2.16)
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wheref3, is the angle betweedn ¢ andl, ¢ and is determined from

sing, — Ir—f (2.17)

f.e

Lengthlg e is now known such that the angle it creates with respect toeadarallel to the

X-axis is
Bsum: ﬁf + Bn (2-18)
where
Yi —VYe
tanfBs = 2.19
R — (2.19)

As a result, the after-gate tangent point is placed at
(Xa,Ya) = ([Xe— la.eCOSBsuni; [Ye + |a.eSinBsun{) (2.20)

Figure2.7 shows the influence igf on the curve passing through tR& points. As the
value ofr; increasesAjntake iINCreases. Maximizing; generates a larger air intake area;
however, care must be taken since very largmay be unable to generate a curve passing

through the necessary points at the throat and/or the outlet

The variation in the nozzle’s outer radiusvith respect to streamwise deptlused to
define the outer wall is referred to as a radial contday. Figure[2.8 shows that the radial
contour is represented by a function that is axisymmetriaiathez-axis. In order to avoid
requiring piecewise(z) functions to define the higher radial expansion rate at theath
and a more gradual radial slope for the remainder of the cortat are typical for bell

nozzles, a continuougz) function is also developed from the Agnesi family of curves:

2z _%g\?
r(z 4
"2 _g 1+cos Letan_1M +1 (2.21)
I'th tan-1 =23 D
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outer wall
radial contour (z)
5

4
10

Ith

Figure 2.7: r¢ influence orP1 line Figure 2.8: Nozzle radial contour

The expression foF is found based on the outlet depthfrom the predefined/(z)

data and a user defined outlet radigs

e

=£(1-G
1+ cos< VI~ tan? %)

12G
tan— rthD

Evaluation ofD in Eq. (2.21) uses the gatgy, rq) input values to obtain an expression

4 Z
D— f'th  Tth (2_23)

9 _(F+1)
1 1r 1( zG
—tan(\/ ~cos tth——tam <_rmD>

Figureq 2.9(a) and 2.9(b) show the direct influenceyandzg onr(z). For increasing
rq, Fig.[2.9(a) shows that the radial contour slope at the %@tdecreases. Additionally,

increasing ¢ pushes the radial contour point of inflection nearer to theahresulting in
a shorter region with convex curvature and longer concag®mealong the outer wall.
For supersonic flow, a wall with convex curvature is suggestif a curved expansion

corner, which causes a Mach number increase and divergief Maves [11]. In a similar
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///\
concave

Tth Ith

(a) Change img (b) Change irgg

Figure 2.9: Influence of gate parameters on radial contour

fashion, Fig[ 2.9() notes that increasiggcauses an increase % and places the point
of inflection nearer to the outlet. Since the expansion offkhe through the nozzle is
between an outer wall and an inner wall, the curvature treadsrse for the inner wall

such that the contour region nearer to the throat is conaayéhee outlet region is convex.

Similarly to the inner and outer walls, the swept wall alss barvature. Figure 2.10
shows that the fillet radius is influential to the arclengédr) relationship with respect
to depth. From a top view perspective, these curves are shoWwig.[2.7; however, the
curvature considered is based on viewing the line passiraugin theP1 points in the
direction of therg vector shown in Fid. 218. The three curves in Eig. 2.10 shawttiere is
a much more significant increase in the circumferentialatioa after the gate than before
the gate and hence F[g. 2.8 shows that the nozzle spans mibieafcumference after the

gate.

The differences between the three curves shown in[Figl 2.&0ident at the gatg
location. Line (c) produces a discontinuity at the gate &iedsidden transition to a concave
profile after the gate is suggestive of a sharp expansioreco®imilar to the existence
of a separation bubble downstream of a backward facing stefijen expansion corners
could potentially produce boundary layer separation ifakpgansion corner angle is great

enough. To reduce the likeliness of this from occurringreasingr¢ as shown by line
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Figure 2.10:r¢ influence on arclengtfyr](z) profile

(b) results in a smoother transition at the gate and the eenmarvature between the gate
and the outlet approaches linearity. A potential downsaléhe higherr ¢ value is that

it also results in the swept wall having a greater arclentfipesat the outlef% and
hence a higher outlet circumferential velocity componémtesstreamlines are expected to
parallel the wall contours. This may cause the formatiorntmirgy oblique shocks or flow
recirculation issues after the nozzle outlet since the estitow from a clover on the other

side of an air intake will have an equal but opposite circuarigal velocity component.

The constanG in Eq. (2.21) is dependent on the specification of an outtéat@ontour

slope, where in general the contour slope is defined as

dr
tan® = e (2.24)

Taking the derivative of EqL(2.21), solving f@& based on the outlet depth and slope

tande = I gives

2 2
—1 zG 2(1-G
D —D<tan %) <1+(%> )tanCDe
— tan

G=1 ,
Ze
271F sin ( VT tan-1 Ze(l_G))
tanm

(2.25)

1 26 rinD
tD th
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Because Egsl_(2.23) arld (2.25) are implicit and coupled tdl®Raphson’s multivariable
method is implemented to find a unique solution. Choice ofh@metry inputgy, rg, e,
and®g is critical in ensuring that Eqd._(2.23) and (2.25) are cépabfinding real-value

solutions forD andG.

Figurel2.1] shows thgz) curves that Eq[(2.21) can generate for varying outlet angle
Since®, corresponds to the exhaust flow vector in the radial directimaintainingbe = 0°
(line (c)) is preferable for maximum thrust; however, lifg bas the benefit of a smaller
gate radial contour slop%rg. In addition to varying®e, lines (d) and (e) also varg to
show that Eq.[(2.21) can generate nearly conical nozzlésrihintain convex curvature

along most of the outer wall and nozzles with inverted exglas respectively.

Tin

Figure 2.11: ®, influence on radial contour

The outlet deptle. is defined by the giveM(z) relation and through Eq[(2.1) this
defines a set value fd¥%; howeverr and (e give flexibility to the outlet shape and assist
in defining the air intake size. Figure 2112 shows the infleghatre has orr (z). Increasing
re causes the nozzle to become much wider at the outlet, iresels radial contour slope

at the gate, and places the inflection point nearer to thetutl

Figured 2.13(&) and 2.13{b) show the influence thaind Y/ have on the line passing
through theP1 points. For increasing, Fig.[2.13(d) identifies th&.akeincreases since it

is stretched out along theaxis; whereas Figd. 2.13(b) shows that increaglggauses the

outlet cross section to span more of the circumference asudtsan a reduction ténake
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Figure 2.12: Influence ofr on the radial contour
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Figure 2.13: Influence of outlet parameters &1 line

Determination of the intermediate cross section locati@ggiires the user to specify
the total number of cross sections to define the nozzle wher®&\ corresponds to the
outlet cross section. To ensure that cross sections arecpltche fillet tangents as well
as the gate, the user must specify three additional valust@sn in Fig[2.I4. Since
the throat is defined as the first cross sectienl, the before-gate tangent cross section
is located ati = N, such that there arbl, — 1 intermediate cross sections between the
throat and the before-gate tangent pgiat vy, z,). The location of the gate cross section is
located at = Ng resulting in the placement &f; — N, intermediate cross sections between
(X0, Yb, Zp) and(xg, Yg, Zg). Similarly, the after-gate tangent cross section is latate= N,
such that there amd; — Ny cross sections betwe€Rry, Yy, Zg) and(Xa,Ya,Za). The depths
of the before-gate tangent and after-gate tangent poirgs@sn in Fig[2.14 are found by
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outlet,i =N

"y

\ after-gate
tangentj = Ny

gate,i = Ny
¢ O before-gate
tangent] = Ny

A
»n 4 Zy Ze throat,i = 1

Figure 2.14: Initial values required for Figure 2.15: Nozzle cross sections
filling in remaining cross sections

solving Egs.[(2.13) and(Z.R0) fog andr, wherer? = x? +y? and then using Eq_(2.21) to

solve forz, andz,.

Figure[2.15 shows the cross sections placed at the beftegagagent, gate, and after-
gate tangent locations along with the remaining internted@oss sections at various
depthsz. The equations implemented to solve ®involve assigning uniform stepsizes
between four regions: throat to before-gate tangent, bejate tangent to gate, gate to

after-gate tangent, and after-gate tangent to outlet.

if i < Np
B
2 = otV
elseifi > Npandi < Ng
H—% .
| = 9 D (i_-N 2.2
Z zb+Ng_Nb(l b) (2.26)
elseifi > Ngandi < Ny
. Q-4 .
4 = Zg+Na_Ng(| Ng)
else
le— 1y .
Z = Za+t (i—Na)

N — Na
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Once all thez depths are known, Eq. (2.21) is used to determijnfer each of the
sections whereas the cross section a@eia calculated using Eq._(2.2). After calculating
the radial contour radius, the P1; point on each cross section can be located on the line
defining theP1 points as redrawn in Fig. 2.116 (see also Eigl 2.6). The pareefor de-
termining the(x;,y;) values at a particular cross section requires first findiegytivalue
at the intersection between a circle of radiusvhose origin is placed on theaxis and
the previously defined line connecting all of tR& points. For < Ny, the intersection is

located along th&p ,, line segment and sy is found from

it <N

Xp —I'th Xp —Ith
2 2
+<rthYb) _(ri Yo ) _0
Xp —Ith Xp —Ith

For Ny < i < N, the expression changes because(t#g/;) point is at the intersection

2
<1+< Yo ) >Yi2+2 ¥, (2.27)

Figure 2.16: Intersecting points between tRd line andr;
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between a circle of radius and ther¢ circle

elseif i > Np andi < Ny

40 +y7) Y2 —dys (P =13 F +¥3) v (2.28)
+(ri2—r%+X?+Y%)2— xgrf =0

Finally, fori > Ng, (X;,Yi) occurs along thé, ¢ line segment and can be found from

else i > Ny

2
Ye —Ya Ye—VYa

1+ 2_2(ya— : 2.29
< (Xe—xa>>y|2 (ya Xaxe—xa)y' (2:29)

2 2

Ye—VYa Ye—VYa

+(ya—x—2) — (1 =0
(ya Xaxe—xa) ('xe—xa)

In each case, the correspondigs the result of

X =\/rf =¥ (2.30)
The placement of thB1; points are now known to exist at

p1, — (xi,yi,a) (2.31)

Since Fig[2.P shows that tiR; points (outer wall points on the-plane of symmetry)

have the same radiugas thePl; points, in Cartesian coordinates,

P4 = ([ricosx],[risinx],zi) (2.32)

Subsequently, the arc angleshown in Fig[2.R to define the angle for both the inner and
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outer walls at each section is
U = X —tan‘1£ (2.33)

Figure[2.2 shows that cross sections are bounded by therquoivés P2; andP3; in
addition to the known locations &f1; andP4;. Since Eq.[(2]1) is derived from the conserva-
tion of mass, the resultingy; are defined as being normal to the flow direction. Figurel2.17
shows that the radial contour tangential an@jecan assist in properly orienting a cross
section of thicknesg§ where ther’ andZ axes define the normal and tangent directions
respectively to the outer wall radial contaue). Placement of the cross sections requires
that the depths of the inner wall poirf®; andP3; are offset from the outer wall depth
found from Eq.[(2.26) by sin®;. This means that all cross sections shown orxtii@lane
are actually projections and so the shape shown ir_ Figl 2¢k8 atcurately depicts a cross
section. This shape exists orZaplane and is defined such that the outer wall arclength
(yiri) occurs on the circumferenti&’-axis. In a similar fashion to the change in inner

wall depth, the inner wall radii arfgcos®; less than the; values calculated by Ed. (2)21).

Since the cross section thicknédsss still unknown, Fig[ 2.19 shows that a uniform
thicknesst; is used such that the cross section area can be representedebtangular

shape (regiof]) and a triangular shape (regiadx). The area defining thiel region is
Ao = i (r; — tjcosdy) t; (2.34)
and the area defining th& region is
1 .2
An = éllﬁti cosd; (2.35)
Adding the rectangular and triangular areas togethertresalcross section area of

A = Yiriti — %Lpitizcoscm (2.36)
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Everything is known in Eq[(2.36) at a given cross sectiorepkéor its thickness so

Eq. (2.36) is rearranged into a quadratic expression thasckve fort;

cos(d)i)ti2 — 2riti + % =0 (2.37)

Since implementing the quadratic formula on Eq. (.37) e®lor two roots, the positive
real root is selected to defitie With the cross section thickness known, the placement of

the inner wall corner points shown in Fig. 2119 are
P3 = <[(ri —tjcos®;) cosy], [(ri — ticosd;) siny], [z +t; sinCDi]) (2.38)
and

P2, — ([(ri ~1005P)) cos X — )], [(ri —t cosPy) sin(x — )], [z + sincm) (2.39)

2.1.1 Inviscid Theory Summary

Table[2.1 summarizes the values provided to generate tlteredrence lines (line (a)) in
the previous figures. These reference values are not sixggetan ideal design but are
used to gain an appreciation for the required input vargablkher-z figures identify the
variable influence on the radial contour whereasdydigures correspond to variables that
influence the line passing through tR& points and hencAiiake Line (b) in the figures
indicates the maximum value for the varied variable whelieagc) is the minimum. The
bounds are established either because the solution to ) @r D andG are not real
values beyond this range or that the thickngssalculated from Eq.[{2.37) exceeds the
distance in the normal direction between the radial condmar thez-axis. Tabld 21 also
shows how to individually vary a given input variable to iease the size of the air intake

area.
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Table 2.1: Geometry reference values for the sensitivity analysis

Input variable Value r-zFig. x-yFig. ForAntake T

X 45 24240 1

2 65 [29(@ [25@) 1
Wy 20° [2.5(0) |
{t—fh 25 2.7 7
B 95 [29() l
e 2 2.11 !
L 10 212 [213@) 1
e a4 [2.13(b) l

2.2 Implementation of Viscous Effects

To ensure that the desired Mach number distribuNg(z) is maintained, the isentropic
areaA(z) determined by Eq[(2l1) must be increased to account for s riow deficit
caused by wall shear forces that reduce velocity in the wadliregion. The viscous effects
present in the boundary layer can be compensated for thrieghddition of a displace-
ment thicknes®*. Figure[2.2D offers a schematic of how additiondfto an inviscid
region of thickness with freestream velocity can represent the mass flow of a real fluid
through a cross section of thicknaégsthat has a velocity profile corresponding to an inter-
nal flow with boundary layers of thickness Two 6* methods under consideration include
Edenfield’s correlation [31] and a solution to the integrgli&ion requiring expressions
derived by Barnhart [32] and Hunter [33].
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Figure 2.20: Boundary layer definition

Edenfield’s Displacement Thickness

Edenfield [31] developed an empirical formulation basedxgreemental data for a conical

nozzle in a hypersonic wind tunnel. To satisfy a boundargidlrickness calculated using

0.375
0=0.195L ——— RTES (2.40)
where
Vi L
Rq = M= (2.41)
Hi
the displacement thickness relation
21 L
o 2.42
50R&:277 (2.42)

is suggested wherk is the physical location downstream as measured from thel@oz

throat along the given inviscid nozzle wall frame= 1 at the throat to cross sectidh

L_ZZ\/ i —X_1)2 —Vii1)2+(z—27_1)2 (2.43)

To obtain the displacement thickness correction for theiinvall 5;,, Eq. (2.438) is evalu-

ated along pointB3, the outer walb;,; evaluates Eq[(2.43) along poiR4, and the swept
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wall &g, definesL along pointsP1.

The reference Reynolds number in Hg. (2.42) is defined as

ViL
Reer — et (2.44)
Href
where the freestream velociy can be obtained from
Vi =M YRT (2.45)

Since cross section areas for the inviscid region are knogam fEq. [2.36), the Mach
number for a given cross section can be obtained from[Eq).(ZHe user is required to
specify a constant specific heat ragiand molar mas®W to define the fluid such that the

gas constant is found from

Ry

R=_——
MW

(2.46)

For the expected temperature range, secondary reactiahgoamation of additional
species occurs if the flow is a mixture of products from a caostibu reaction; however,
this thesis is not concerned about developing a compreleasimbustion model. Assum-
ing zero reaction rates and defining constdilY andy is acceptable since reactions have
effectively ceased once the flow reaches the nozzle and sfiuidecan be treated as a

single species [9].

The cross section static temperatliren Eq. (2.4%) can be obtained from the isentropic

relation
To

T=— 2% 2.47
SRR ERIVE (2.47)

where a user defined throat static temperaiyyand knowing that the velocity at the throat

is sonicM, = 1 gives the total temperatufig through the relation

_ Tn(y+3)

T
0 2

(2.48)
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Viscosity u in Eq. (2.41) is evaluated at a freestream temperature raatairom
Eq. (2.4T7) whereas the reference viscogity; in Eq. (2.44) is evaluated at a reference

temperaturdef, WhereTe s is obtained from the enthalpy relation

B 1 151,
Nret = é(hw—f— ho) — m\/l (2.49)

The wall enthalpyhy, is evaluated using a user specified wall temperatijreshereas the
total enthalpyhg is determined from the total temperatulig For a single species fluid,

coefficients for a temperature dependent curvefit enthajpgtson,

T2 3 4 T5

are defined in McBride and Gordon and are valid over the ra0§eS000K] [34]. Once

Tret Is known, the reference viscosity is calculated from thevefir equation

bo b3
Inu(T):bllnT+?+ﬁ+b4 (251)

using the viscosity coefficients provided in McBride and @Guor [34].

Density in Eq.[(2.411) is calculated using the ideal gas lagelan the freestream static

pressurdl and freestream temperatufe
pi= 5= (2.52)

Similarly, the ideal gas law defines the reference densityin Eq. (2.44) as

R
R-l?ef

Pret = (2-53)

Owing to the fact that the flow is compressible, a validity dh&as completed on the
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applicability of the ideal gas law assumption using air. WHB5] reports that the com-

pressibility factor does not need to be included+4dr0% accuracy so long as

18< L <l15and < i <10 (2.54)

crit crit

where the critical properties for air afigir = 133 [K]| and Pit = 3952 [kPd [35]. The
check is based upon setting the throat propertiege- 3300 [K] and Ry = 2724 [kPq

corresponding tdMe = 2.75 and results in the ranges of

T =
15< —— < 25and 005< —— < 0.74 (2.55)

crit crit

Since the temperature range is outside the accepted lithéBeattie-Bridgeman (B-B)
equation of state as presented in Cengel and Boles [36]akemented to predict density
based on the provided temperature and pressure. [Table @& she equations of state
results evaluated at three locations. The comparisong dihtbat and outlet locations give

confidence that the ideal gas law is applicable for the dimgrgozzle region.

Table 2.2: Deviation from ideal gas law behaviour

Location TIK] P[kPd Eq.(Z52)p % B-Bp % Difference %
Throat 3300 2724 2.85 2.86 0.4
Outlet 1989 170 0.30 0.30 0.0

Combustion chamber 3668 4864 457 4.60 0.7

Since temperature is known at a given cross section from[Ed7), the isentropic

H:%<E)“ (2.56)

can solve for pressure in Ed. (2152) where total presByirequires a user defined throat

simplification
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static pressur&, to solve the isentropic relation
4

T y—1
Py = Py, <%) ’ (2.57)

Integral Equation Displacement Thickness Derivation

Hunter [33] and Barnhart's [32] contributions to the NozPlerformance Analysis Code
(NPAC) provide an analytical solution for 2D converging«eliging nozzles to the com-

pressible flow displacement thickness integral
5 -
5*:/0 l—g—\l;dr’ (2.58)

wherep is the freestream density apds the boundary layer density. The boundary layer
densityp is evaluated using a freestream pres$tignd a boundary layer temperattire
Schlichting [37] shows that the energy equation assumirtygab transfer can be integrated

directly to give a boundary layer temperature expression

- (7)

that can be used to define the thermal boundary layer sinaigs/with respect to the

—14rEY w2

5 (2.59)

—| —

boundary layer velocity. The boundary layer velocity increases in the normal direction
r’ to the radial contour(z) and is calculated from a fully developed turbulent boundary

layer 1/ 7" similarity velocity profile

— N\ 1/7
\E/: <r—) (2.60)
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The recovery factoRF in Eq. (2.59) is known to be a function of Prandtl’s number

_ HGCp
Pr_—)\

(2.61)

whereC,, is the specific heat at constant pressure &mglthe thermal conductivity. Since

the flow is supersonic, the turbulent flat plate recoverydiact
RF = VPr (2.62)

defined by Barnhart [32] is implemented.

Evaluation of the boundary layer thicknes@ Eq. (2.60) is determined from a Blasius

skin friction coefficienCs equation for a turbulent boundary layer

0.0456\ * Haw
5_< c. ) N (2.63)

where the adiabatic wall viscosify,y is evaluated at an adiabatic wall temperatliyg.
The heat transfer term in Schlichting’s [37] boundary lalgmperature expression is de-
pendent or{T,, — Taw) Meaning that Eq[(2.59) can solve for the adiabatic wall &napire
whenT,, = Taw anduy, = 0 as
-1
Taw=T (1+ RFVTMZ) (2.64)
In order to define the skin friction coefficient in EQ.(2.6Barnhart [32] implements White

and Christoph’s [35] flat plate compressible turbulent $kotion coefficient formulation

0.455
Ci =

N 2(006ps B /T
Q2In <TRQW1/T_W)

(2.65)
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where
Q L 2.66
T st () rsin () .
b2+4a2 b2+4a2
y—1 T
p— —Mz— -
a > T (2.67)
o Taw
b = 2_1 (2.68)
Tw

Additionally, Eq. [2.65) is dependent on a flat plate ReysoldmbeRe where Barnhart's
[32] calculation uses an effective length based on lataerefase area and Sutherland’s
law for viscosity calculations. Since the proposed nozasigh is not axially symmetric
and curvefit correlations are available, Hq. (2.41) is esplasing Eq.[(2.43) to define the
lengthL and the viscosity is calculated at a freestream temperatwsing McBride and

Gordon’s [34] coefficients.

Since both the boundary layer temperature and freestrempetature are evaluated

based upon the freestream pressure, the ideal gas law afineethe density expression

in Eq. (2.58) as

p T
F_ 2.69
0 T (2.69)
Substituting Eqs[(2.60) and (2]59) through Eq. (2.69) o (2.58) gives
4 N N
s1REAE (1= (5)7] < (5)
5 = dr’ (2.70)

0 yfl / 2/7
1+ RFLIM2 {1— (%) }

Hunter [33] uses Simpson’s rule for numerical integratioat tis derived using quadratic
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interpolation to solve EqL(2.¥0) and define the displacérigckness as

14+ REEIM2 [1— ()7 — (1)Y7
1 : 1[ 2 }2/7<2) (2.71)
1+RFVTM2[1—(%) ]

. O
=%

2.2.1 Adding Displacement Thickness to Geometry

Figure[2.21 shows how the displacement thicknEsss added to the inviscid inner, outer,
and swept walls at a given cross section. Additionally, Big2 notes that the inner and
outer displacement thicknesseé, and &;,, are added along the-axis to ensure that a
cross section remains orzaplane. (see Fid. 2.17 for inviscid 2D orientation). It talls

that the viscou®4 points are located at

Pl\is = ([rvis cosx|, [rvis SinX]azvis) (2.72)
where
Mvig = I + Opy; COSP; (2.73)
and
Zjis = Z — Ogyy; SIND; (2.74)

In a similar fashion, the viscou®3 points are located at
P3yis = ([(rviS — tyis COS®;) cosx |, [(rvis — tvis COSP;) SinX], [2vis + tvis sind)i]) (2.75)

where

The swept wall displacement thickneX, is the distance along the viscous outer wall

in the circumferentiaW’-direction (refer to Fig. 2.18). Placement of the visc&lgpoints
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zZ
r X
outer wall outer wall
5*
SW Eq. (Z21)
inner wal
ri inner wall
| I'vig — tvig COS®;
P2uis swept wall Zyis z:

Figure 2.21: Addition of displacement Figure 2.22:Viscous cross section orien-
thickness to inviscid designZ¢ tation (2D)
plane)

can thus be found from

Plyis = ([rvis cos X — Yhisout )] [Tvis SINCX — Yisout )], Zvis) (2.77)
where
5S*W
Unisouy = Yi + K (2.78)

To complete a viscous cross section as shown inFigl 2.2VjsheusP2 points are placed

at

P2yis = <[(rvis — tvis COS®D;) cog X — Yhisin; )]

[(1vis — tis COSDY) SIN(X — Ghisin )], (2 +tuis sincbi]) (2.79)

where

*

SW
W 2.80
LIJVISInI LIJI + rV|S _tV|S COS(Dl ( )
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In the event thalP2,;s drops below the-axis, Fig[2.2B shows that the point is relocated
to the intersection between a circle of radjugs — tvis cos®;) and thex-axis. Additionally,
Plyis is shifted on a circle of radius;is such that the swept wall ang(g — ¢4) does not

change; however, this causes a reductiodjn

A [ Zm—
Vis O 60F
outer wall ENF
gsof
) S f
I'vis — tyig COS®; N g’
10F
u X &, (B0 2Z®R) 3
Plas |, X g
. lP2V|S ’,/V K|
inner wall L -2 3 ‘ ‘ ‘
- swept wall 100 N 600  1100160C
Figure 2.23: Swept wall correction Figure 2.24: Processor computing
times for nozzle design genera-
tion

2.3 Computational Implementation

MATLAB ® 7.0.1 was selected as the computer language for developimmgze mod-
elling program using the provided methodology. Resultsvadrtained using an Intel Core
Duo processor T2300 (1.66 GHz, 2.00 GB RAM). Figure P.24 showwmputational solver
time with respect to number of cross sectidhfor a code that generates both an inviscid
geometry design and a viscous geometry design throughdsmasion of a displacement
thickness correlation. These geometry designs can theyalbded into an external meshing

software that creates grids for computational fluid dynaraitalyses.
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Numerical Setup

3.1 Design Selection

The design to be considered in the computational fluid dyoaranalyses is developed
from the Mach number distribution shown in Fig.13.1 (and is tlata set used to obtain
the area profile shown in Fig.2.1). THi4(z) distribution reacheMe = 2.75 at the outlet
and is created using the theory described in Etele [21] tironatching specific impulse at
sea levelsp = 220(s] and total pressurky = 48 [atm to an Atlas E/F LR-105-5 sustainer
engine. The exhaust flow properties correspond to the ptedram a kerosen€;,H24
and air reaction with 100% combustion efficiency and an exence ratio of 1.49. The
required input fluid properties that represent the exhaustune are molar massMw =
29.54 [%] and specific heat ratig = 1.22. Additionally, the total temperature is set

to To = 3668 K] such that the input throat temperature can be found from[E48) as
Tih = 3300[K] and Eq.[(2.57) solves for the input throat pressurBas 2724 kP4.

Based on theéR,, and Ty, values, Eq.[(2.45) calculates the throat velocityVas=
1066 [%} and the ideal gas law giveg, = 2.93 [%} An exhaust mass flow rate of

me = 29.8 [k—f] for the entire nozzle is implemented such that the throausadan be

46
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Figure 3.1: Predefined Mach number dis- Figure 3.2: Displacement thickness com-
tribution parison

B Me
th= \/ TPt Vin 1)

asriy = 0.0551[m]. Solving forA(z) from Eq. [2.1) based on non-dimensionalizing using

found from

Eq. (2.5) for the giveiM(2z) distribution calculates the outlet area for a four-clovanfigu-
ration asAe = 0.0054[m?] at a depth o, = 0.93 [m]. Since an axisymmetric nozzle gives
an outlet radius of = 0.12 [m| for the givenAg, the proposed nozzle design is set to an
arbitrary value in the range of four times greater to accdonthe air intake area and so

the outlet radius is defined as= 0.5 [m].

Additionally, the nozzle should span the entire circumfieeeat the outlet. The swept
wall displacement thickness must be considered when chgtisé outlet arc angle. Given
the two options available for viscous consideration, Fig.#ots the displacement thick-
ness curves along the outer wall fiyy = 500 [K]. A wall temperature of 50(K] is defined
as a conservative value based on the expectation that tléenoaterial is an aluminum
alloy where the material strength has not been compromisee she melting tempera-
ture for aluminum is 930K] [3]. Edenfield’s method give§;,, = 0.0049[m|] whereas
NPAC calculatesy;,;, = 0.0018[m]. As a result, Edenfield’s method is implemented since
it is the more conservative estimate. Along the swept walkriield’s method calculates

Ay, = 0.0053[m] and so to accommodate for this addition to the inviscid deglte outer
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wall arc angle is defined ag. = 44.5°.

Completion of the nozzle design requires values for the gat@bles. To ensure that
the flow remains attached through the domain, it is best taaepid or abrupt changes in
the geometry. Developing smooth geometry wall contoursilshprevent shock wave for-
mation and allow the expected inviscid region to remain apipnately isentropic. Based

on the observations provided for Figs. 2.9(a) and 2,9(k9, libst location forg and
Zy to reduce the radial contour sIo@EZ‘ magnitude along the(z) contour is to specify

rg~ 3 (re—rn) andzg ~ 1z.

The outlet radial contour angk®e shown in Fig[2.1l1 also has a strong influence on
ther(z) contour. Because of the trade-off between maximum thrustfo= 0° and the
reduction in radial slope for high@pe, a value of® = 1° is selected. It is felt that thrust
direction is the more important criteria due to the perfanoeimpact; however, Fig. 2.111
shows that even th@®. = 2° curve has effectively levelled off at the outlet and so thghs|
increase inPe can be of benefit to reducing the radial contour slope aloagamtour. With
respect to the swept wall curvature, Figs] 2.7[and]2.10 baitv $hat maximizing the fillet

radius creates a smoother swept wall surface.

In addition to designing smooth walls, maximizing the ailake area is expected to
increase the amount of air mass flow entrainment. Figurdaabd 2.7 show that increas-
ing rg andr¢ result in an increase t#ynake Whereas Fig. 2.5(b) identifies that an increase
in Yy causeRintake to decrease. Since some of the motivations for reducingauvadiature
are in conflict with those for increasing the size of the afake area, Table 3.1 lists the

values selected. Definition of these variables produce ¢zela shown in Fid._3]3.
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Table 3.1: Input geometry variables for selected design

Variable Value Variable Value
ren [m 0.0551 Zg [m] 0.5
re [m] 0.17 re [M] 0.5
rg [m] 0.37 Pe 445
Yy 17.6 (N 1°

nozzle outlet

rocket exhaust

front view

nozzle throat |

rocket exhaust air intake

Figure 3.3: Selected nozzle design

3.2 Numerical Methods

The computational fluid dynamics (CFD) commercially avaldgecode ANSY® CFX 10.0

(and CFX 11.0) is used to compute flow properties within thesatered nozzle domain us-
ing time-dependent, three-dimensional, compressibladi&@tokes equations. The CFX
turbulence models being used are referred to as statistitailence models since the orig-
inal unsteady Navier-Stokes equations are modified throlghntroduction of averaged

and fluctuating quantities to produce the Reynolds Averd¢mder-Stokes equations. For
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steady flow, CFX offers numerous two-equation turbulencdefsoto account for the fluc-
tuating quantities [38]. The well-establishied@ model has proven to be stable and numer-

ically robust where is the turbulence kinetic energy

k= %ﬁ (32)
ande is turbulence eddy dissipation
__HOY oY
€= 0 ax; 3% (3.3)

Thek-¢ turbulence model uses scalable wall functions that arerdbgp# on an alternative
velocity scale
1

whereC,, = 0.09 rather than the dimensionless near wall velogitythat is typically used
in the law of the wall correlations that determine the velppirofile in a boundary layer.

Implementation of scalable wall functions allows for a c@mear-wall grid resolution of
y" <100 (3.5)
The effective viscosity that accounts for turbulence ischted using
Heff= M+ L (3.6)

where turbulence viscosity is defined as

_ pCuk?

; (3.7)

Mt

In comparison, thé-cw turbulence model accounts for near wall treatment by ligkin
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turbulence viscosity to turbulence kinetic energy andulebt frequencyw from

k
He = Pa) (3.8)
and requires at least
yt <2 (3.9)

Additional models exist that are derived from these twoulegbce models include Menter’s
shear stress transport (SST) model. The SST modelkigefor near wall treatment and

k-¢ is implemented in the outer wake region and in free shear$d28)].

Figures. 3.4 and 3.5 compare area-averaged Mach number assupe distributions
for three turbulent schemes on the selected nozzle confignrabtained using the values
provided in Tablé 3]1. The RNG&-¢ turbulence model is similar to thee turbulence
model with the exception that the model constants in thesprart equation for turbulence
dissipation are slightly different [38]. The trends on bgthphs show that the examined
turbulence models agree well with each other to the effeat Tlable[ 3.2 shows a.06
range between schemes in outlet Mach number an@ kR4 difference in outlet pressure.
Subsequently, results shown in the viscous analysis ateletéd using thé&-¢ turbulence
model and can be taken as representative of results obthinady of the two-equation

turbulence models considered.

3

2500

25F 2000 [

1500

P [kP4

1000 |

15F
500 |

1 L L L L 0 L ! ! 1
0 0.2 0.4 0.6 0.8 0 0.2 0.4 0.6 0.8

z[m| z[m]

Figure 3.4: Turbulence model influence Figure 3.5: Turbulence model influence
on Mach number distribution on pressure distribution
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Table 3.2: Turbulence model influence on outlet values

Turbulence model Me  P. [kPg

k-& 256 106.6
RNGk-¢ 2.60 104.7
SST 254 106.7

The CFX solution algorithm is based on a finite volume schemmarf arbitrarily shaped
three-dimensional cell that uses a coupled solver [38]. cupled solver solves all of the
hydrodynamic equations as a single system at each finitenel he finite volumes are
formed by generating a mesh to represent the spatial doridia.solution variables are
stored at the nodes; however, the discretized form of thempivg mass and momentum

equations are dependent on properties at integrationgp@m)t

Ap AR —
VT % (pujln;),; =0 (3.10)
and
A(pui) ; N _ ou;  0u; _
V=8 +%mp(u|)lp—%(PAn.)ip+lp [ueff(—axj+—é,xi An; . (3.11)

whereV is a discrete control volume. Figure B.6 shows that the matégn points are be-
tween an element face centre and an element edge. The etadwmmtify one side of a con-
trol volume. Shape functions are implemented to calculataxgetric properties required
by the advection, pressure, diffusion, and velocity terttaintegration point coordinates
based on the surrounding nodes defining the given elemet.eXéct location of the in-
tegration point within the element is dependent on a usetifspe value; this choice can
range from 0 to 1 and is influential on the order of accuracyhefdpatial domain where a
value of 0 gives a first-order accurate upwind differenciclgesne, and 1 corresponds to a

second-order accurate scheme [38].
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Figure 3.6: Mesh element

For steady state analyses, the transient term in[Eq.](3sldiscretized such that a
marching method using a timest&p is implemented to converge the implicit equations
to a solution. The magsi, term is calculated at the previous timestep and along akengt
identified by a discrete outward normal surface vediar For compressible flow, theu;
terms are solved based on previous and current iteratioesal

(pUj)neW% pnewu(j)ld +poldurjjew_ poldu(j)ld (3.12)

Subsequently, a second mass conservation calculatioméfib@l and thus implemented
at each iteration to actively linearize bathandu;. To solve Egs.[(3.10) and(3]11) si-
multaneously at each timestep, CFX uses an incomplete lopger factorization iterative

technique that is described in the CFX user manual [38].
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3.3 Fluid Properties

Table[3.8 shows that the thermodynamic properties requirettfine a fluid in CFX are
consistent with those used to generate the selected ggotdesign based on the input val-
ues provided in Table 3.1. The reference values for enthalpyand entropyses are with
respect to a pressure of{atm and temperature of 29&] and are non-zero because the
fluid mixture considers the products of agE,4/air reaction. Products by molar fractions
consist of 13% carbon dioxide, 13% water vapour, 73.4% gény and 0.6% of unburned

Ci12H24 hydrocarbon.

Table 3.3: Design fluid properties

Variable Value
k

MW 8| 29.54
J

Co |k 1543

et |5 459,670
J

Sef x| 8788

g 727610

A [ 0.154

Although the nozzle design calculates viscogityand conductivityd as functions of
temperature, constant values are used in CFX. The valuesshdrabld 3.8 are averaged
over the temperature range obtained by [Eq. (2.47) that sgorel to the Mach number
distribution shown in Fid._3]1. To ensure that this visgpdifference does not cause large
errors, a displacement thickness at the outlet outer walilisulated agy,,, = 0.0051[m|
for a constanu = 7.276-10~° [r'fq—gs] and translates into a 3.1% increase in displacement
thickness over the value found whgnis a function ofT. If all three sides are adjusted at

the outlet, the constampt cross sectional area is 1.3% greater.



CHAPTER 3. NUMERICAL SETUP 55

3.4 Boundary Conditions

For the computations presented throughout this thesishtbat surface shown in Fig._3.7
is specified as an inlet boundary condition. A uniform flowhwt = 1114 [T] acting
normal to the throat cross section is used. This value eguat®l = 1.05 and is used
instead ofM = 1 to avoid potential shock wave issues due to the fact thaflaleat the
throat is within the transonic range. It has been found tleat bonvergence occurs when
static pressure and total temperatlge- 3668[K] are specified as the two remaining throat
parameters. In order to agree with the adjusted velocityey® = 2577[kP4d is calculated
from Eg. [2.56) since Eq[(2.47) giv85s= 3266 [K]. No information could be located
regarding the turbulence intensity for three-dimensiaingrging nozzle configurations so
the default value of medium 5% is used; however, severaiitente intensity values were

tested and did not have any appreciable influence on theasesul

inner wall

Figure 3.7: Nozzle boundary labels

The inner, outer, and swept walls as shown in Eigl 3.7 aregyasdiwall boundary
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conditions. For the inviscid, no turbulence model analyathabatic walls are defined as
free-slip. A free-slip wall is defined such that both the walikar stress and the normal
velocity component equal zero [38]. The viscous analydigds walls as no-slip to ensure
that velocity equals zero at the wall. For compatibilitylwihe designed nozzle, a constant
wall temperature of 50(K] is specified. Given that Edenfield’s procedure (EqL(2.42))

is not based on a surface roughness, walls are specified ashsfapk-¢ simulations.

The final two surfaces shown in Fig. B.7 to define the computatidomain are the
centreline and the outlet. Symmetry about ghplane allows the centreline to use a sym-
metry boundary condition whereas a supersonic boundargitiom that does not require

specification of any flow properties is applied at the outlet.

3.5 Mesh Generation and Convergence Study

Three structured grids are created using ANSYISEM CFD 10.0 and are distinguished
as coarse, medium, and fine. The medium grid consists of @8M0des with 50 placed
along the thicknesisas shown in Fid. 318 using a bigeometric inflated boundargrisch-
nique that geometrically increases space size from snstlinites near both walls to larger
distances in the middle. The first space from both the inndrarer walls is 410> [m).

A space increment of 4L0~° [m] is sufficient to ensure at least 10 nodes are within the
boundary layer and corresponds to a boundary layer dimelesi® wall distance range of
18 < y™ < 119 on the outer wall. The enlarged views in FigJ] 3.8 show {aegment of
the first node on the wall and the second and third nodes offithieated walls. The space

increments along the thicknesdirection are found from

Aty =4-107° [m] (3.13)
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Figure 3.8: Outlet mesh

and
Ay =12 -Atj_q (3.14)

A geometric ratio specified at the outlet plane of 1.2 (insesato 1.27 at the throat be-
cause of the thickness variation over the depth) is muttipby each previous increment
to calculate the next increment until the point tha&-1At;_4 is greater than a uniforrt;.
A uniform At; can be calculated based on the remaining distance and nwhibedes
required to fill in the distance. For the inviscid analysidirst space of @01 [m] is de-
fined since wall shear forces are ignored and number of nodide ithickness direction is

reduced to 25.

Figure[3.8 also shows that 100 nodes are specified in thenciezantial ’-direction
with the first spaces adjacent to the centreline (cl) and sweli (sw) set toALIJ’1c| =

0.001[m] andAW; =4 10~ [m] respectively with geometric ratios of 1.2 at the arclength
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on the outlet edge. Similarly to the procedure for locatingles in ther’-direction, the
bigeometric technique is implemented to define the locatadrihe remaining nodes in the

W _direction.

Figure[3.9 shows that the 150 nodes in the streamgid@ection maintain orthogo-
nality with respect to the radial contour. Since the shageabss section does not dramat-
ically change in théV’-direction within the first third of the domain, spaces areréased
to 0.020 [m| from 0.001 [m] at the throat; however, to better resolve the circumfeadnti
expansion caused BY'(z) beyond the gate, spaces are reduced®@®[m|. Further re-
ductions occur within the last eighth of the domain to a fipalce of 0001 [m| adjacent to
the outlet. Maximum spaces developed ai@36 m| along the thickness,.0054[m] in

the W'-direction, and 20[m]| in theZ-direction.

Figure 3.9: Centreline mesh

To avoid singularity difficulties when generating solusonsing CFX, the throat is
defined as a four-sided shape. Subsequently, a correctiaads to the inner wall to ensure

a finite length at the throat’s cross section. An inner radius05r, is used and represents
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a loss inAy, of 0.25%, or more importantly, a loss in mass flow of 0.25% tmading it

more appropriate to compare CFD area-averaged values tgethiteopic equations.

With respect to the medium grid, the coarse mesh doublesf diheovalues at the
boundaries such that the maximum spaces developed @&Zm| along the thickness,
0.011 [m] in the W'-direction, and M40 [m] in the Z-direction. The resulting number of
nodes is 131,040. Similarly, the fine mesh consists of 3@nodes where all of the
values at the boundaries assigned to the medium grid aredalwch that the maximum
spaces are.0018[m], 0.0027 [m|, and 0010 [m] respectively. The consistency between

the grids result in grid refinement factd&RF of two using

Ahcoarse Ahmedium
GRF= = =20 3.15
Ahmedium Ahfine ( )

where the representative grid sizdsare obtained from

1/3

Oh = [DtmadVinadZna) (3.16)
Table[3.4 summarizes the characteristics of each of the theshes. In order to obtain
GRF = 2.0 between two meshes, the maximum spaces (and similaripadles at the
surfaces) were halved and doubled with respect to the megridnhowever, because of
the bigeometric spacing technique implemented, this doesranslate into halving and
doubling the number of nodes in a given direction, thus arplg why there is not a factor
of eight difference in total number of nodes between gridee Providedy™ values are
obtained along the outer wall at tFd,;s points and further support the decision to use the

k-€ turbulence model since a near wall resolutiolydf< 2 is not present.

Figures[3.10 anf 3.11 show similar area-averaged Mach numMb® and pressure

P(2) distributions for the three grids. A comparison of valuesiMaen the medium and

fine grids at several locations is listed in Tablel 3.5. Thersrcalculated are with respect
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Table 3.4: Mesh characteristics

Number of nodes
Grid oy z Total

outer wally™* maximum spacém|
Throat Outlet| Atmax AWhax AZnax

Coarse | 26 63 80 131,040
Medium | 50 100 150 750,000
Fine |73 172 293 3,678,90¢

214 38 | 0.0072 0.0110
119 18 | 0.0036 0.0054
3 66 9 0.0018 0.0027

0.040
0.020
0.010

_ _ coarse grid
—— medium grid
........... fine grid

25F

15F

" 2000 F

2500 ‘ A coarsé grid
—— medium gri
........... fine grid
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P kP4

1000 |

500

‘ ‘ ‘ ‘
0 02 0.4 0.6 08
z[m|

0

d

1 1 1
0 0.2 0.4 0.6

N
0.8

Figure 3.10: Comparison of grid Mach Figure 3.11: Comparison of grid pres-

number distributions

sure distributions

Table 3.5: M andP variation between medium and fine meshes

zPlanelm] Mifine Merror,% M GCl, % Pyine, [kPd  Perror,% P GCl, %

0.05 1.27 0.39 0.16 1955.7 0.46
0.5 2.44 0.18 0.08 235.0 0.07
0.93 2.55 0.35 0.15 107.2 0.57

0.19
0.03
0.24

to the finest grid and are all less than 1.0%. For uniformityegforting computational

results, the grid convergence index (GCI) is a method foomémy error estimates in grid

convergence studies without restrictions placed on imtegfenement (for example, grid

doubling) and involves the comparison of discrete soliantwo different grid spacings
[40]. Determination of the GCI is based on a suggested fauftgafety of 1.25 [40, 41]

such that there is a 95% confidence interval in the error eséisn For example, the Mach

number at the outlet is reported i = 2.55+ 0.004 (+£0.15%). Subsequently, there is
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confidence that the computational results are independeagricoand leads to the choice

that the medium grid is sufficient for use in all subsequeldidations.

3.6 Convergence

Examination of the residual convergence history shown q[Bil2 can further the con-
fidence that the properties calculated by the individuatmwvolume equations are con-
served. Figuré3.12 shows root-mean-square (RMS) residormamass and the three mo-
mentum equations on the medium grid for a viscous analysie abrupt change at the
forty-eighth iteration is caused by switching advectiohesoes. The stability of the up-
wind differencing scheme provided little difficulty in mdwiag through the solution to
RMS= 10-% convergence (in 97min]) based on constant global initialization values of
V; =1990 [T], P =494 [kP4, andT = 2400(K]. The initial values are taken as aver-
ages of theN cross section velocity, pressure, and temperature vahatsate calculated
using the isentropic equations based on the Mach numbeibdisdn shown in Fig[ 3]1.
After the forty-eighth iteration, the second order acoeii@dvection scheme in the spatial
domain is implemented. Due to machine roundoff issues in @¥>Xonvergence below

10-5, properties are stored to double precision after tHé B&ration.

The linear decay on the semi-log plot shown in FFig. B.12 ofrdmduals is obtained
using an automatic timescale method such that the timestep the order of 210~° [g.
The auto timescale option is similar but more conservatiaa the physical timescale and
is described in the CFX user manual [38]. The physical tiraksgption considers the time
for a fluid parcel to travel through the domain. Calculatiéthe physical timestep using

the isentropic calculated average velocity value and bdépth is

At ~0.3% — 03293 (]

—1.10°%
= W_l 1049 (3.17)
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Figure 3.12: Residual convergence history

A factor of 0.3 is multiplied in Eq.[(3.17) to allow a fluid paicto spend at least three
iterations within the domain and is traditionally includied advection dominated flows.
Since the value obtained by the auto timescale is more ceaitses, it equates to slower
convergence; however, after switching advection schet@¥min| of computational time

is required to reacRMS= 10’ convergence using two Intel Pentium 4 processors (2.00

GB RAM).

To ensure that there were no localized problems in the dgma@ximum mass and
momentum residuals were also monitored and adhere to tlee®ton of being one order
of magnitude greater than the RMS residuals. Addition&ily,[3.13 plots velocity at four
selected points with respect to the iteration number. Tlpaats are located along the
centreline az = 0.01 [m], z= 0.4 [m], andz = 0.9 [m| and the fourth monitor is placed
near the swept wall &= 0.72 [m]. The maximum difference between the monitor points
atRMS= 10> andRMS= 10" is 0.043%. Therefore, the solutions are considered con-

verged when th&M Sresiduals are reduced by four orders of magnitude to a vdlLe .
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Figure 3.13: Velocity monitor points convergence history
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Inviscid Results

Figures[Z.l and@ 4.2 compare the inviscid CFD area-averagi@i and P(z) results to
the predefinedVi(z) distribution and the isentropic pressure calculated usiregM (z)
distribution respectively. Computational results prédiatlet values ofMe = 2.70 and
P.= 1831 [kP4d. In comparison, the predefindtiz) givesMe = 2.75 andP. = 170.0 [kP4d
and translate into differences of 1.6% and 7.6% respegtiveimaximumM variation of
5.0% occurs at = 0.0 [m| whereas a maximurR variation of 8.5% occurs a= 0.8 [m].
Prior toz= 0.1 [m|, variations occur because of the slightly higher Mach 1t0&dt inlet
condition used to generate the CFD results. If the firgt[] is ignored, the maximum

variation in Mach number reduces to 1.6% and occurs fzen0.85 [m] to the outlet.

Figurel4.3 plots the velocity field on sevekdl-planes varying from @' correspond-
ing to the centreline to .0Y’ that corresponds to the swept wall as shown in Eig. 4.4.
The contours show that velocity increases through the eogirice cross-sectional area
increases and that the flow stays attached to all of the walladicated by the velocity
vectors. Additionally, the increase in velocity originatglong a convex surface—along
the outer wall near the inlez 0.0 [m]) and along the inner wall just past the gate
(z= 0.5 [m])—and develops through the thickness downstream. Thisrediten is in
agreement with the expectation that the localized arearskpa along a convex surface

64
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Figure 4.1: Inviscid analysis Mach num-  Figure 4.2: Inviscid analysis pressure
ber distribution distribution
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Figure 4.3: Inviscid analysi$V’-plane velocity contours
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centreline, Y’

Figure 4.4: W-plane sections

supports the trends expected for gradual isentropic expams a convex surface since
velocity increases and the contours diverge. Of furthesrést is that the 19007 and
2000 [%} velocity contours regain orthogonality to the radial camtdn comparison, the

outer wall radial contour point of inflection is locatedzat 0.33 [m].

Figure[4.5 shows the velocity field anplanes taken at the locations indicated in
Fig.[4.6. To assist in explanation of the trends observedgtinve shown in Fid. 417 defines
the arclength(rr) change with depth and hence can be used to obtaiﬁg'ghelope of
the swept wall (recall Fig. 2.10). Prior o= 0.4 [m] the curve is relatively flat, which is
in agreement with the absence of circumferential velocityation in the first five planes
shown in Fig[4.b. Fromz~ 0.4 [m] to z~ 0.8 [m], Fig.[4.7 shows that the swept wall has
convex curvature. In agreement to the expectation of ispitrexpansion along convex
surfaces, velocity near the swept wall on the 0.47 [m] to z= 0.74 [m] planes in Figl_4]5
(see also Fid. 413) is greater than the velocity nearer toghg&eline. The slight decrease in

velocity on thez= 0.84 [m| andz= 0.93 [m| planes near the swept wall can be contributed



CHAPTER 4. INVISCID RESULTS 67

Level Vv [%]
14 2500
13 2400
12 2300
11 2200
10 2100

RPNWAUIO N ©©
=
[e2]
o
o

Figure 4.7: Swept wall¥'(z) profile

Figure 4.6: z-plane sections

to the slightly concave curvature shown in Hig.]4.7 after 0.8 [m]. Opposite to convex
surfaces, concave surfaces cause essentially isentiapigression and result in a velocity

decrease.

Figures.4.B an@ 415 have shown velocity magnitudes whereagahgential velocity
vectors (vectors tangent to tkglanes) shown in Fid. 4.8 give 3D direction to the velocity.

Since no external forces are applied, streamlines are eegbéx parallel the nozzle walls
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Figure 4.8: Inviscid analysiz-plane total pressure contours and tangential velocityovec

and proceed in th&-direction (refer to Figl_2.17). Subsequently, the vectimponents
that act most noticeably in thé-direction shown in Fid. 418 are the result of the ¢dosom-
ponents introduced by the radial contour curvature. Théovéangents drawn in Fig. 4.8
are also dependent on a circumferential velocity componéigure[4.7 shows that the
swept wall slope‘%’ prior toz= 0.4 [m| can be taken as zero and agrees with the absence
of circumferential components in the first four planes (albserved in Figl_415). After

z= 0.4 [m], the nozzle begins to span more of the circumference andeseetttors that
appear to pass through the swept wall onzke0.56 [m] to z= 0.93 [m| planes are actually

in agreement to the swept wall direction calculatediﬁ'%ﬂ; this ensures that streamlines

near the swept wall proceed in a direction parallel to thepsweall.

Also shown on Fid. 418 are total pressure contours or ladletifeSince adiabatic walls
are implemented, the consistency of total pressure thimutgthe domain validates the
isentropic assumption and proves that the presumed iggngrpansion and compression

developed on convex and concave surfaces are in fact esfeistentropic. It is evident by
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the slight total pressure decrease onzhe0.74 [m]| to z= 0.93 [m| planes near the swept
wall that compression caused by the swept wall concave@riquires a larger but still
acceptable tolerance to lead to the isentropic conclusiatditionally, the uniformity of
the tangential velocity vectors throughout the thicknesa given plane shows the absence
of shear forces and hence the assignment of free-slip wall$=X does simulate inviscid

flow.

To better quantify the outlet velocity distribution shownkig.[4.5, a central arcline
drawn att—ée as shown in Fid. 4]9 is considered. For the nearest 55% tcetftestine along
the arcline, the velocity under-predicts the expetted 2276 [%} by a maximum of 3.0%.
The next 35% along the arcline over-predicts by as much &.1T&e remaining 10% of
the arcline nearest to the swept wall under-predicts thietoelocity by a maximum 5.0%.
This behaviour can be attributed to the circumferentiabegion caused by the swept wall
curvature. Also calculated at the outlet is an area-averagéocity of Ve = 2254 [%}

which is 1.0% less than the isentropic value.

L} LIJ/ te

arcline

[N

Ve — max0.03V)

Ve+ max(0.018ve)

Ve~ max(0.05/) swept wall

Figure 4.9: Comparison of outlet velocity to design value\@f= 2276 [r—g] along mid-
thickness arcline of exit plane

Now that the velocity behaviour is understood whereby \iglJdocreases as area in-

creases for supersonic flow and also increases near condaxesifirst, consideration is
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given to temperature and pressure. Replacing Mach numkteg.if2.47) with the Mach
number definition of Eq[(2.45) allowk for the given isentropic flow to be defined as a
function of velocity only and hence the temperature corgalrown in Fig[_4.10 behave
in a similar manner to the velocity contours shown in [Eigl 4The maximum variation

between area-averaged temperatures and Eq] (2.47) ot¢hesaitlet and is 1.6%.
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Figure 4.10: Inviscid analysisz-plane temperature contours

Similarly, the pressure calculated by Eq. (2.56) is a fuorctf temperature only and
hence velocity. As a result, the pressure field shown inEIgl matches the characteristics
of the velocity field in FigL.4.b and temperature field in Figl@ It is because of the ve-
locity variation on a given cross section that the areaaye pressure distribution shown

in Fig.[4.2 deviates from the isentropic calculation by asimas 8.5%.

Based on the minimal variations between velocity, tempeeatand pressure to the
isentropic equations, it is evident that the isentropicagigpms are capable of calculating
good initial guesses for the flow properties. The differsnoewever are attributed to the

fact that the isentropic equations are calculated usingdimensional flow whereas the
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Figure 4.11: Inviscid analysig-plane pressure contours

geometry’s radial contour curvature and swept wall cum&ahoth influence the fluid prop-
erties at a given cross section and so the flow can only beetteet essentially isentropic:
it is the total pressure variation that accounts for thehslyglarger deviation in the static
pressure comparison. This means that the flow must be traatkdly three-dimensional

and so a CFD study is a good method for better prediction dfitkeproperties.
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Viscous Results

Figure[5.1 compares the viscous CFD area—avera@@) results to the predefined (z)
distribution. Computational results predict an outletreadfMe = 2.56 that translates into
a 6.8% difference from the predefined value. A maximMhvariation of 8.1% occurs
atz=0.04 [m|. Similarly to the inviscid analysis, the throat Mach numizedefined as
Mih = 1.05 so if the first 0L [m] of nozzle depth is ignored, the maximum variation in Mach

number occurs at the outlet.

Betweenz = 0.1 [m| andz = 0.5 [m], Fig.[5.1 shows that the area-averaged Mach

number is within 2.4% of the predefined distribution. This@nsidered to be a small

PredefinedV(z) -

0 0.2 04 06 08
z[m|

Figure 5.1: Viscous analysis Mach number distribution

72
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variation and so there is confidence that the amount of disptent thickness added to all
three walls is sufficient to account for the viscous effeatthe boundary layers within this
range. Afterz= 0.5 [m], the area-averaged Mach number increases to 263+ &t73 [m|

and then decreases to the outlet value. This observatios mateappear in the inviscid

analysis and so viscous effects are responsible for th¢i@ali decrease.

Figure[5.2 plots velocity fields within seveMl-planes as shown in Fig. 4.4. Figlirel5.2

Level 1 2 3 4 5 6 7
Vv [%] : 1200 1400 1600 1800 2000 2200 2400

Fraction ofd’

centreline, 0.0

0.19

0.38

0.57

0.76

0.94

0.995

Figure 5.2: Viscous analysi&’’-plane velocity contours
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shares several similar characteristics that are apparettteo00—0.76%’-planes to the in-
viscid results shown in Fi§.4.3: the 120§, 1400 [T], and 1600[ 2] contours diverge
away from the outer wall convex surface; the 18[@3)} contour approximately regains or-
thogonality with respect to the radial contour; the 22| contour in Fig[5.2 behaves
similar to the 2100 | contour in Fig[4.B (only apparent on th€®80.384'-planes) in that
the contour originates on the inner wallzt 0.5 [m] and develops through the thickness
downstream; and the vectors show that the flow stays attabihedghout the nozzle and

that streamlines proceed from the throat to the outlet.

There are also several differences between the inviscidieedus results on the'-
planes: the velocity magnitude in Fig. 5.2 is much lower an@94%’ and 0995%'-planes
because the no-slip swept wall boundary condition fokggs= 0 [%] ; and the coalescing
of contours along the inner and outer walls show the existeridnner and outer wall
boundary layers. Since a core without velocity gradienssilipresent inside the 22007 |
contour, the boundary layers have not yet merged and so thedfies not become fully
developed inside the nozzle. In other words, there is stilhaiscid core region near the
centreline out to approximatelyTBW'’ that has relatively constant freestream velocity at a

given cross section.

To obtain more information regarding the inner and outer Wwalindary layers, the
cuts shown in Fid. 513 correspond to the velocity profile tases shown in Fig. 514 where
the inner wall is at = 0 [m]. Figure[5.4 is representative of 75% of the nozzle domain
nearer to the centreline. Comparison of averaged velsa@tieross section edges along the
centreline (0W') to the isentropic velocity calculated from EQ. (2.45) (ehixist within
any inviscid core region) are within 9.9% with the maximuncaeing atz = 0.04 [m].

If the first z= 0.1 [m] is ignored, the maximum variation reduces to 4.9% and ocaurs
z=0.12 [m|. In comparison, the inviscid area spanning 75% of the cifeaemce in the
W'-direction from the centreline has a maximum area-averagkstity variation from the

isentropic equations after= 0.1 [m] of 4.6% and also occurs at= 0.12 [m|]. Between
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outlet,z=0.93 [m]

gate,z= 0.50 [m|]
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Figure 5.4: Velocity profiles at 0OW’ (representative of profiles from@®-0.75Y")

the inviscid core and the inner and outer walls are regioasekperience an exponential

decrease in velocity and hence define the inner and outebwafidary layer thicknesses.

The data used to create the velocity profiles shown in[Eigisused to produce the
boundary layer profiles shown in Fig. 5.5. The edge of the Hannlayer is selected to
be at the location that has 99% of the freestream velocitygven cross section. Un-
fortunately, although an inviscid core is present, definitof the freestream velocity is
somewhat arbitrary. Since the inviscid analysis reporés tonvex wall curvature is re-
sponsible for expansion contours, the inviscid region shimwrig.[5.2 has a velocity range

as much as 20| on some cross sections (particularly evident betweer0.0 [m] and
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Figure 5.5: Comparison of boundary layer thicknesses on the centrglpeesentative of
boundary layers from.0-0.75%")

z= 0.2 [m]). Although it may be possible to identify a freestream viiotor a partic-
ular wall at a transition point between the exponential prafi the boundary layer and
the approximately linear profile in the inviscid core, disgpen errors introduced by the
second order accurate advection scheme are the likely cdwgggles (as shown on the
z=0.18[m| velocity profile in Fig[5.4) that introduce uncertaintyarthe transition point
location. Instead, the freestream velocity is selectedetthle value obtained at the mid-

. tyi .
thICkneSSVé—S' location.

The choice to use the mid-thickness velocity as the fremstreelocity however is
incapable of properly defining the inner wall boundary lapetweenz = 0.0 [m] and
z= 0.35 [m] and so the dashed length on line (c) is an estimate. Furtherrtiee cal-
culatedd data at ®9V; oscillates to some extent so the presented boundary layezsu
are fourth-order polynomials that ensure the calcul&sdare within+0.001 [m| of the
curvefitys. There is more confidence in the outlet values since thedit/ivelocity range
is only ~ 20 [T] and so the outlet boundary layer thicknessesdgge= 0.0070[m] and
dout, = 0.0097[m|.

Also shown on Fig[5]5 is Edenfield’s boundary layer thiclknebtained using
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Eq. (2.40) that is calculated for the outer wall (the innell walculation is basically the
same since the inner wall length calculated by EQ. (2.48),js= 1.08 [m] as opposed to
the outer wall length ofq, = 1.06 [m]). Edenfield’s equation calculates the outlet outer
boundary layer thickness a%., = 0.0204 [m|. The trends show that Ed. (2]40) over-
predicts the CFD boundary layer thicknesses by a factor ofand does not reflect the

apparent levelling of the boundary layer thicknesses baetwe: 0.5 [m] andz~ 0.8 [m].

Figurel5.6 shows the velocity field @planes taken at the locations shown in Eigl 4.6.
The absence of circumferential contours withi@®’ of the centreline support the ob-
servation that the boundary layer profile does not change negpect té¥’ in this region
and thus the region can be treated as two-dimensional. Bisrégion is area-averaged
at the outlet to calculatiéle = 2.66 and is within 1.5% of the value obtained in the inviscid
analysis. The good agreement of Mach numbers suggest thdighlacement thickness
added to the inner and outer walls is sufficient to accounttferviscous effects near these
walls to the extent that the viscosity inconsistency (aalde u is used in the nozzle de-
sign whereas a constantis defined in CFX) may be responsible for the variation from th

predefined value.

Figure[5.7 shows the total pressure field mplanes taken at the locations shown in
Fig.[4.6. The region inside the 45(KPPg contour represents the inviscid freestream region
whereas the gradients present near the walls shows thenpeesta viscous region. The
region of Py reduction near the walls is not isentropic so Hq. (2.56) oahe used to
evaluate the pressure in the boundary layer. The lod® its associated to increasing
viscous forces (friction) necessary to reduce the veldoitgero at a wall. Viscous forces
are present near a wall since turbulence viscosity incsgasm zero in the inviscid region
to a value on the order @k = 0.02 [r';—gs] closer to a wall (recall thgt = 7.276-10~° [%})
or three orders of magnitude increase in viscosity. Comaiae of the Navier-Stokes
momentum equation (for example, EQ. (3.11)) proves thasfeady flow and advection

term known, if viscous friction forces increase, staticgstge losses must occur. These
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Figure 5.7: Viscous analysig-plane total pressure contours
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pressure losses account for a 41.4% pressure variatiorebeRy = 1066 [kPd and the

value calculated by the inviscid results.

The coalescing of velocity contours near the walls in Ei§.d&e now known to define
the boundary layer regions. It is also evident that viscausefs (shown by the related
Py losses in Figl_5]7) are more influential to the contours theomngetry since the convex
surface around the swept wall fails to produce the localizeldcity increase observed
in Fig.[4.5 on thez= 0.47 [m] to z= 0.74 [m| planes. Instead, the increasing velocity
gradients developing off the swept wall in this region arecmmore gradual than the
velocity gradients along either the inner or outer wallsmpatational results estimate the
swept wall boundary layer thickness based on it spanni2igh@ from the swept wall where
the velocity attv% is roughly 99% of that of the inviscid core at the outledag ~ 0.09 [m];
in comparison, Eq[(2.40) calculates a valuégf = 0.021[m].

Figured 5.B5.10 plot velocity profiles ¢¥-planes closer to the side wall. The pro-
files shown in FigL 5]8 are similar to those in Hig.]5.4 exclpt the inner and outer wall
boundary layers are slightly larger. The velocity profiles-ig.[5.9 show slight decreases
in velocity magnitude whereas the velocity magnitude in[Bid0 is approximately half of
that calculated by Eq._(2.45).

The fully viscous region shown by the total pressure corstauFig.[5.7 is responsible
for the velocity reduction in the neares6Y’ to the swept wall as shown in Fids. b.8—
[5.10. Since flow in this region parallels two sets of walld @@ joined at common edges
(the flow parallels two corners), the flow characteristicgedtgped individually by each
wall combine in a cumulative manner to result in the largexcous region than those
observed nearer to the centreline along the inner and ouwdls.wit is because of this
three-dimensionality that Edenfield’s formulation canacturately predict the swept wall

displacement thickness.
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Figure 5.8: Velocity profiles at 0764’
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Chapter 6

Conclusions and Recommendations

Based on provided geometric and fluid property input, thegmeed theory is capable of
generating fully three-dimensional diverging sectiona obnverging-diverging rocket noz-
zle. Specification of three fully-constrained cross sextiethroat, gate, and outlet—are
necessary to establish the progression of the nozzle geporess sectional area using a
predefined Mach number distributidm(z) and quantify the size of the air intake. Air en-
trainment into the centre of an annular rocket exhauststiea result of the void formed
because the gate is placed on the outer perimeter of theemnobhnse shape does not have to
remain axisymmetric but defines an intermediate crossaetitrough which the exhaust

flow must pass.

Inviscid area-averaged computational results are witttdalof the predefined outlet
Mach number of 2.75 and 7.6% of the isentropic pressure gietiat the outlet. Similarly,
maximum variations of 1.0% in velocity and 1.6% in temperatiso occur at the outlet.
The outer wall curvature near the throat is convex and sdriggic expansion is observed
whereby velocity contours diverge into the cross sectitimakness. In a similar manner
just past the gate, both the inner and swept walls have canusature and hence velocity
first increases along these surfaces. The direction of tloeite vectors is related to the
curvature as the streamlines parallel the nozzle wallsctineature of the radial contour is
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responsible for a radial velocity component whereas thg@swall curvature is responsible

for a circumferential velocity component.

Viscous computational results obtained using kkeeturbulence model under-predict
the predefined outlet Mach number by 6.8%. Observations ftartotal pressure field
show that the flow does not become fully developed and thabuis effects are contained
within the boundary layers at each wall. Since the flow is sehtropic within the bound-
ary layer, there are corresponding pressure losses due todiease in friction and thus a
41.4% pressure variation at the outlet when compared tanthscid analysis. For 75% of
the nozzle nearer to the centreline, the flow can be conslder@ dimensional and gives
an area-averaged outlet Mach number 1.5% less than thanethay the inviscid compu-
tational results. This gives confidence in the amount ofldtgment thickness added to

the inner and outer walls.

The remaining 25% of the area by the swept wall becomes fudigous at the outlet.
This viscous region gives a swept wall boundary layer thedenat the outlet an order of
magnitude greater than the boundary layer thicknesseg at@ncentreline for the inner
and outer walls. Although streamlines remain parallel ® tlozzle walls, the decrease
in velocity near the swept wall is contributed to the sweptlwarners since the flow
characteristics along each wall combine in a cumulativermeanSubsequently, a three-
dimensional boundary layer correlation must be implengkfae better prediction of the

swept wall displacement thickness.

Results are provided for one configuration only, which iskely to be an optimum
configuration and is not representative of all configuratidfor example, reduction of the
outlet arc angl@Je should reduce the magnitude of the circumferential vejamimponents
and avoid the likely presence of strong oblique shocks ahtezle outlet. Furthermore,
choice of an axially symmetric radial contaue) is somewhat arbitrary. Given the defined
4.3 times increase in outlet diameter over an axisymmetkzie design with the same

M(2), it may be beneficial to consider profiles that end in elligtior polygonal shapes
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at the outlet or consider designs with a smaller outlet adiddditionally, corner point
selection of a cross section is simplified to enforce the shapbe representative of a
rectangle and a triangle. The viscous analysis shows tRat&3he flow near the swept
wall is fully viscous and results in much more gradual velpand total pressure gradients
than those observed along the inner and outer walls. It mexgtbre be beneficial to round
out the swept wall corners by using a parabolic or higheeoedjuation as opposed to the

linear equation implemented to connect the swept wall agroatsP1 andP2.

Since coupling ejector theory to rocket nozzle design hav®een previously explored
to any great extent, investigation of the thrust and speicifpulse performance character-
istics are necessary to give confidence that the design pboaa provide improvement
over existing thrust chambers. Although it is apparent thateasing the air intake size
is beneficial for increased mass flow, the air entrainmenalaidiy must consider shock
waves or expansion fans induced by the geometry designwiske the mixing ability of

the rocket and air flows in the ejector is paramount to thealvercket performance.

Lastly, an experimental investigation will provide invahle data that can be compared
to predicted results using the isentropic equations and €iRilations, furthering the
confidence of the presented results. For experimental sisalyonsideration to the com-
pressibility factor in the ideal gas law and a variable sjietieat ratio should be given

when developing the geometry.
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