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Efficient Control of an AUV-Manipulator System:
An Application for the Exploration of Europa

Brian Lynch and Alex Ellery

Abstract—Autonomous control of a robotic manipulator
mounted on a submersible autonomous underwater vehicle (AUV)
is simulated with various strategies employing combinations of
feedback and feedforward control. Feedforward compensation
of the manipulator motion is accomplished using a model of the
system kinematics and dynamics. Hydrodynamic effects including
drag, buoyancy, and added mass, as well as the reaction of the
vehicle, are all compensated. Effective manipulator position
control is accomplished through stabilization of the vehicle orien-
tation and system barycenter. Stabilization of the vehicle position
using feedback and/or feedforward control is also considered for
comparison. Compensation of the hydrodynamic effects while
stabilizing the vehicle orientation and allowing vehicle transla-
tion resulted in a significant reduction in power consumption.
Although experimental verification of the results is required, the
improvement in efficiency may be beneficial for submersible vehi-
cles operating in extremely remote conditions or extraterrestrial
environments such as the oceans of Jupiter’s moon, Europa.

Index Terms—Autonomous underwater vehicle (AUV), Europa,
feedforward control, remotely operated vehicle (ROV), robotic
manipulator, stabilization.

I. INTRODUCTION

E XPLORATION of the icy moons of the gas gi-
ants—specifically Europa and Enceladus—has become

attractive by virtue of their astrobiological potential, despite the
huge engineering challenges. Although the future of the pro-
posed European Laplace mission is uncertain, the scientific case
for exploring Europa remains a high priority. So it is Europa,
one of the Galilean moons of Jupiter, that we will adopt as our
primary target, though much of the material presented here will
be applicable to Enceladus (though Enceladus is not expected
to possess hydrothermal vents). There are, in addition, potential
terrestrial testing environments that are partially analogous to
Europa (Antarctic subglacial lakes) which have high scientific
value in themselves, e.g., Lake Vostok [1] and Lake Ellsworth
[2]. Europa, like its companion moons Io and Ganymede, lies
locked in gravitational resonance with Jupiter. The eccentric
orbit generates tidal stresses in the mantle of ice which melts
to form a subsurface ocean of liquid water. Europa and its
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companions Ganymede and Callisto are believed to possess
subsurface liquid water oceans beneath their icy crusts [3]. The
low cratering density of the surface of Europa suggests that
its surface is young (less than 50 million years) indicating ex-
tensive resurfacing from below. While the Ganymede ocean is
believed to be locked below 150 km of overlying ice, Europa’s
subsurface ocean may be as close as 1–10 km from the surface.
Penetrating this crust is not addressed here but a number of
approaches have been proposed [4]–[6]. Europa’s water ocean
is believed to span over 100 km in depth, reaching to its silicate
core. If so, it is plausible that hydrothermal vents may exist at
the interface between the silicate core and liquid water mantle
similar to those at the ocean depths on Earth. The pressure at
the base of this ocean would be approximately 85–200 MPa
depending on the ice shell thickness.
In hydrothermal vents, water circulates through buried hot

volcanic fissures where it chemically reacts with the rock.
Metals and sulphur precipitate out as metal sulphides forming
chimneys around these vents. Ice rafts and doming of the
Europan surface suggest that hydrothermal convection may
be occurring and neighboring Io suggests that there may be
active volcanism. At hydrothermal vents, geothermal energy
is converted into chemical energy which may be exploited by
chemolithotrophic bacteria as sources of free energy for the
production of organic carbon [7]. These are of potential astrobi-
ological significance [8]. Indeed, hydrothermal vents have been
implicated in the origin of life on Earth [9]–[11]. Hydrothermal
vent systems are the most viable candidate sites for reliable
prebiotic synthesis of amino acids during the initial develop-
ment of living organisms [12]. It is generally postulated that
the last universal common ancestor (LUCA) of both archaea
and bacteria was hydrothermophilic similar to the archaea
that currently inhabit hydrothermal vents [13]. Hydrother-
mophilic bacteria which inhabit terrestrial hydrothermal vents
are chemolithoautotrophic and use dissolved carbon dioxide
as a carbon source and inorganic energy sources. Sulpholob-
alus shibatae can metabolize sulphide ores such as pyrite in
acid environments making it a potential analog for Europan
microfauna [14]. It is these hydrothermal vent locations that
are of interest here; the specific problem we address is station
keeping of a submersible vehicle during in situ investigation of
hydrothermal vent chimneys using a robotic manipulator.
Oceanographic submersibles are used as the model for a Eu-

ropan exploration vehicle despite the pressure at the base of the
200-km-deep ocean being approximately 3 kbar (three times
greater than at the Marianas Trench). Remotely operated ve-
hicles (ROVs) can provide mobile but stable rigs as robotic
drilling platform which are remotely controlled from surface
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Fig. 1. Ranger neutral buoyancy vehicle (right) manipulating a satellite
mockup [16].

ships. ROVs are often used as verification models for space
robotic systems, e.g., the Neutral Buoyancy Vehicle (NBV) of
the University of Maryland Space Systems Laboratory (College
Park, MD, USA) with its dexterous manipulators [15], as shown
in Fig. 1.
Autonomous underwater vehicles (AUV) dispense with

the tether to the surface ship and provide greater deployment
flexibility but reduced mission lifetime due to battery limita-
tions. Primarily, AUVs have been used for sea surveys but are
beginning to be deployed for more sophisticated manipulation
tasks. For subsurface Europan exploration, we envisage an au-
tonomous submersible akin to the Ranger NBV rather than the
proposed miniature autonomous submersible explorer (MASE)
[17]. Ranger possesses two 8-degree-of-freedom (8-DOF)
arms, a 7-DOF manipulator leg, and a 6-DOF manipulator
to actuate a stereocamera pair which supports a telepresence
control interface (virtual reality based). However, the design
and construction of such a submersible is not the concern
here. We are also not concerned with the problem of vehicle
trajectory generation or navigation [18], [19]. We address
the problem of station keeping only while operating a single
mounted manipulator investigating adjacent to the chimney of
a hydrothermal vent to acquire samples for scientific analysis.
This will introduce significant vehicle–manipulator coupling
to the problem of position control [20], [21]. This corresponds
to maneuvering as opposed to cruising in Webb’s taxonomy
[22]. We assume that ocean current velocity is negligible which
allows the application of a spacecraft-manipulator model [23],
[24]. Separation of translation and rotation is achieved by
emplacement of the vehicle thrusters relative to the vehicle
center of mass and center of pressure. A minimum of three
pairs of thruster jets require active control to stabilize the
platform while a manipulator takes samples. Thruster propul-
sion is based on electric motor-driven ducted propellers. A
free-flyer AUV controlled in all three rotational axes using a
proportional–derivative (PD) controller driving the thrusters
for each axis is assumed. We assume that hydrodynamic forces
and gravity/buoyancy effects can be feedforward compensated
through modeling akin to the computed torque control method.
It is assumed that the Europan submersible is small in size with
rapid response to actuator commands for station-keeping.
The kinematics and dynamics of a robotic manipulator

mounted on a submersible vehicle are coupled with the kine-

matics and dynamics of the vehicle itself. Control of the robotic
manipulator’s end-effector position is, therefore, more diffi-
cult than for the terrestrial manipulator and requires a robust
control algorithm. One simple solution to this problem is to
fix the vehicle to the surrounding environment. The robotic
manipulator may then be controlled using typical control algo-
rithms developed for fixed terrestrial manipulators. However,
fixing the vehicle presents another set of problems, such as
the requirement of a device for anchoring (such as another
manipulator). Furthermore, the surrounding environment may
not always provide adequate conditions for a safe and secure
connection, as would be expected at sites of interest such as a
hydrothermal vent.
Another solution is to decouple the vehicle and robotic

manipulator by running an exclusive control loop to maintain
a fixed vehicle position and orientation using the propulsion
system, as studied in [25], [26], [31], [32], [34], [35], and [39].
For free-flying spacecraft, this would only be acceptable for
fixing the orientation and not the position. Rotational control
effort from reaction wheels or gyroscopes would be available,
but translational control effort from propellant-driven thrusters
would be too costly.
The problem addressed in work by Lapierre et al. [25],

Fraisse et al. [26], Yuh [31], Yuh and Lakshmi [32], Tarn et al.
[34], McLain et al. [35], and Koval [39] is improving station
keeping of the vehicle during manipulator operation. Fraisse et
al. investigate the use of force/torque sensors installed at the
manipulator base for sensing and compensating for the reaction
forces due to manipulator motion. Yuh and Lakshmi model
the response of the combined vehicle–manipulator system
using an artificial neural network learning algorithm in [31]
and a parameter adaptation algorithm in [32], both of which
estimate the model parameters to reduce manipulator end-ef-
fector error. Tarn et al. model the kinematics and dynamics of
the manipulator including hydrodynamic effects to predict the
compensation forces and moments required for station keeping
of the vehicle. McLain et al. also model the kinematics and
dynamics of the manipulator including hydrodynamic forces
to improve station keeping of the vehicle. Koval similarly
models the kinematics and dynamics of the manipulator for
feedforward compensation of vehicle motion [39], but does
not consider hydrodynamic forces. Improvements in vehicle
station keeping using computer vision have also been studied
by Leabourne et al. [40].
Control algorithms for vehicle–manipulator systems have

also been investigated which allow for greater flexibility in
the system by including vehicle motion within the manipulator
trajectory control, such as by Antonelli et al. [41], [43]. Force
control for manipulators is important when interacting with
the environment, and has been studied by Yoerger et al. [42]
and Antonelli et al. [44]. Vehicle motion may also be used to
complement the capabilities of the manipulator by providing
extra DOFs, as studied by Antonelli et al. [45]–[47].
For spacecraft-manipulator systems, it has been shown that

the translational reactions of the vehicle may be allowed and
compensated within the manipulator controller while the ve-
hicle orientation is stabilized by its attitude control system [23].
This is an extension of previous work which also allows vehicle
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motion but does not stabilize the vehicle orientation, such as
[27] and [38]. Although a submersible may not be limited by a
fixed amount of propellant, it may still be desirable to reduce
the control effort of the propulsion system to conserve power,
particularly if batteries are used as a primary power supply. This
paper presents a strategy for coupled vehicle–manipulator con-
trol of an AUV system which reduces the energy consumption
of the thruster control system used for station keeping.
The focus of this paper is the comparison of position and ori-

entation stabilization during manipulator motion using combi-
nations of feedback and feedforward control terms, with em-
phasis on improving efficiency by stabilization of the system
barycenter instead of the vehicle itself. Manipulator motion is
governed by a prescribed trajectory since the position control
algorithm for driving the manipulator joints is not investigated.
Instead, manipulator control is considered a separate problem in
which either position stabilization of the vehicle body or system
barycenter may be used. Control of the vehicle–manipulator
system is simulated using a model with consideration of var-
ious hydrodynamic effects and environmental conditions.While
the simulation results suggest the method successfully reduces
the energy consumption of the system, subsequent experimental
testing must still be performed for verification.
The resulting improvement in energy efficiency may be

applied within any manipulator control algorithm simply by
exchanging the vehicle position for the barycenter position as a
reference point. Furthermore, the use of desired vehicle motion,
as in [45]–[47], may still be employed by similarly changing
the reference point from the vehicle position to the system
barycenter. While the improvement in energy efficiency is
crucial for implementation of vehicle–manipulator control on a
spacecraft AUV exploring the oceanic environment of Europa,
the algorithm may also be applied to terrestrial untethered AUV
systems.

II. MATHEMATICAL MODEL

Modeling of the system is accomplished by considering the
kinematics and dynamics of both the vehicle and the manip-
ulator, including translation and rotation, as well as hydrody-
namic effects such as drag and added mass. The model is ex-
tended to include the coupling effects and resulting vehicle–ma-
nipulator interaction behavior. Control inputs for the vehicle
thruster system are determined using a simple control law which
stabilizes the vehicle orientation and reference position. Fur-
thermore, thruster dynamics are modeled to impose realistic
control inputs during simulation.

A. Kinematics

Consider a robotic manipulator with degrees of freedom,
limited to revolute joints, and described using Denavit–Harten-
berg parameters. Each link is represented by three vectors: link
length , link center of mass , and link offset . These vectors
are defined with respect to the link coordinate system. The fol-
lowing equation describes the relationship between , , and ,
where subscript refers to the link index:

(1)

Fig. 2. Vectors , , and with respect to the link coordinate system.

Fig. 2 shows the relationship between vectors , , and .
The orientation of each link is given by rotation matrix

and the position of each link relative to the manipulator base
is defined by

(2)

Accounting for vehicle position , vehicle orientation ,
and offset from the vehicle position to manipulator base , the
position of each link within inertial coordinates is defined by

(3)

Fig. 3 shows the relationship between the coordinate systems
and position vectors, where is the inertial reference coordi-
nate system, is the vehicle coordinate system, is the ma-
nipulator base coordinate system, is the coordinate system
of link , is the coordinate system of link , and
is the coordinate system of the system barycenter. Although the
figure shows the vehicle and base coordinate systems aligned
with the inertial reference frame, they will both have an orien-
tation described by vehicle orientation matrix .
It has been shown in [23] that the position of the end effector

within inertial coordinates is defined by

(4)
where is the mass of the vehicle, is the total mass of the
vehicle and the manipulator, and subscript refers to any
payload carried by the end effector. The center of mass of the
vehicle and the manipulator is defined by

(5)
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Fig. 3. Relationship between coordinate systems and position vectors of the
vehicle and the manipulator.

The link length parameters and are defined, respectively,
by

(6)

(7)

Equation (4) defines the position of the end effector within
inertial coordinates for a manipulator coupled to a free-floating
vehicle. Assuming conservation of momentum applies, the
center of mass of the entire system is static, therefore the
first term is constant. For a vehicle with attitude stabilization,
the vehicle orientation remains static, therefore the second
term is also constant. The remaining terms represent a virtual
manipulator whose link lengths are reduced but whose base is
fixed within inertial coordinates. This results in the end-effector
position decoupled from the vehicle position.
This approach allows the vehicle-mounted robotic manipu-

lator to be treated as if it were fixed in inertial coordinates at the
base and composed of shorter links. Translational motion of the
vehicle due to reactions of the manipulator motion may be ig-
nored, while attitude control actively stabilizes the orientation of
the vehicle through feedforward control. Although conservation
of momentum is not a valid assumption when the vehicle–ma-
nipulator system is immersed in fluid, this approach may still be
employed if nonconservative effects are compensated.

III. DYNAMICS

The dynamics of the robotic manipulator coupled with the
vehicle is analyzed using the Newton–Euler method. Compu-
tation of the angular and linear velocities and accelerations of
each link center of mass is used to determine the inertial reac-
tion forces and moments of each link. Using a backwards re-
cursive process, the total force and moment on each link may
be determined. Projection of the total moment onto the rotation
axis of each link results in the joint torque. The total force and
moment exerted upon the vehicle is converted to a feedforward
signal for the attitude control system. The angular velocities

of each link are determined from the angular velocities and ac-
celerations of the joints, which are defined, respectively, by

(8)

(9)

where the rotation axis is determined from the rotation matrix
of each link using

(10)

(11)

The linear velocities and accelerations of each link and its
center of mass are determined from

(12)

(13)

(14)

(15)

The inertial reaction forces and moments of each link are then
computed, respectively, from

(16)

(17)

Since the forces and moments are computed within an inertial
reference frame, the moment of inertia tensors must be updated
according to the orientation of each body using

(18)

Note that subscript refers to the local reference frame of
each body.
For a submersible vehicle, viscous drag must also be ad-

dressed. It is assumed that the viscous drag may be computed
from

(19)

This quadratic drag law has been used in many similar re-
search papers such as [29], and [34]–[37].
In (19), is the fluid density, is the link area, and is the

relative velocity of the link, as defined by

(20)

where is the velocity of the surrounding fluid. The link area
may be assumed to be the product of the link diameter and
link length.
The drag coefficient is a function of the flow direction.

Typical application of this drag formula assumes that the flow
direction is defined by the angle of attack. Since the manipulator
links may be traveling in any general direction, the dependency
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upon flow direction is more complex. However, the effect of
angle of attack may be approximated using

(21)

(22)

where is the angle of attack, defined with respect to the lon-
gitudinal axis of each link as in (22) [34]. Moments due to ro-
tational drag, as well as forces and moments due to lift are all
neglected.
Net forces and moments acting upon each link are then

determined using a backwards recursive process. The following
equations define the forces and moments acting upon each link
including inertia, gravity, buoyancy, and drag, as well as the
reactions from the subsequent link:

(23)

(24)

(25)

where is the mass of displaced fluid, is the link volume,
and and are the vector locations of the center of buoyancy
and aerodynamic center of the link in its local reference frame,
respectively.
Another important consideration is the phenomenon of added

mass. For fluids with low density, drag is the dominant resisting
force of the fluid upon a moving body. However, higher density
fluids impose additional resistance when a moving body accel-
erates since the fluid around the body must also be accelerated
[33]. The resisting forces and moments due to translational and
rotational accelerations are determined by the relationship in

(26)

where is the added mass coefficient matrix.
For a sphere, the off-diagonal terms of are zero and there

are no coupled effects between the various axes of motion due
to symmetry. However, if the body shape is asymmetric, then
there will be nonzero off-diagonal terms such that a translational
or rotational acceleration along one axis will cause forces and
moments along different axes. Modeling the added mass coeffi-
cients requires detailed analysis of the link geometry. To include
the coupled effects of added mass without performing this de-
tailed analysis, it is assumed that each link has the same set of
added mass coefficients but scaled according to the link volume.
Therefore, the added mass matrix for link , , is given by

(27)

where is the unscaled matrix of added mass coefficients.
The added mass matrix for the vehicle body is determined sim-
ilarly using the vehicle volume.

A. Perturbations

Computation of the hydrodynamic effects upon the manipu-
lator and vehicle requires knowledge of the velocity of the sur-
rounding fluid . While it is assumed that the fluid velocity is
constant and estimated by the vehicle, it is likely that there will
be perturbations due to the unsteady nature of fluid in an ocean.
Therefore, the actual fluid velocity is modeled as the superpo-
sition of a steady component and an unsteady component, with
the latter modeled using a time-dependent Fourier series. The
actual fluid velocity is given by

(28)
where is the steady component and is the amplitude
of the unsteady component, which is composed of harmonic
terms whose coefficients and are random values be-
tween 1 and 1. Note that the actual fluid velocity is used to
compute the simulated hydrodynamic effects imposed upon the
manipulator and vehicle, while only the steady component is
used to compute the modeled hydrodynamic effects for feedfor-
ward control.

B. Vehicle Control

The joint torques are computed from the projection of the net
moment , upon the joint axis . The following equation defines
the joint torque, where damping and elasticity in the joint are
neglected:

(29)

The net force and moment upon the manipulator base may
then be used to determine the net moment upon the vehicle
center of mass. A feedforward signal may then be provided to
the attitude control system to balance the net moment and pro-
vide attitude stabilization [27]. The following equation defines
the feedforward torque required for vehicle stabilization :

(30)

Similarly, in the case that dedicated vehicle position stabiliza-
tion is desired, a feedforward force signal is necessary for the
propulsion system. The following equation defines the feedfor-
ward force required for vehicle stabilization , where is
the drag acting on the vehicle body and is the net reaction
force at the manipulator base:

(31)

However, it may be desired to conserve power and reduce
controller effort by neglecting the reaction forces due to ma-
nipulator motion since they are conservative and holonomic. In
such a case, the resulting forces upon the vehicle are simply the
drag, gravity, and buoyancy forces acting on both the manipu-
lator and the vehicle. Ideally, this case mimics the system acting
freely in space with no surrounding fluid. The feedforward con-
trol force, therefore, maintains the system center of mass at a
static location. Note that it is assumed that attitude stabilization
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TABLE I
FEEDFORWARD CONTROL FORCES

is also active. The following equation defines the feedforward
force required for barycenter stabilization, :

(32)

Therefore, either the vehicle position or system barycenter
may be stabilized by using either or as the feedfor-
ward control force signal . This is summarized in Table I.
It is important to note that the dynamic model is used both for

the onboard vehicle controller model (the predictive model that
would be applied for experimental validation) as well as for the
simulation of the actual dynamic effects during motion.Without
any imposed differences between the actual and model parame-
ters, the modeled and simulated dynamics will match and, there-
fore, compensation of the manipulator reactions will always be
perfect with the exception of the unknown fluid flow defined by
(28). Further improvements in the modeling of hydrodynamic
effects could be made (particularly distributed drag and added
mass along each manipulator link as analyzed in [35]–[37]), but
differences would only be seen during experimental validation,
where the simulated response is replaced with the true response.
Further research could be conducted in the future to augment the
hydrodynamic model as such. Consider a vehicle driven by a set
of propellers, each located at a position , with respect to the
vehicle center of mass, and producing a force , with direction
vector , with respect to the vehicle coordinate system. The net
forces and moments due to the propeller thrust values are deter-
mined using the transformation defined by

(33)

where is the vector of propeller thrust values, is the net
force vector, and is the net moment vector. Note that
and act at the vehicle center of mass and with respect to
the vehicle coordinate frame. The transformation matrix is
defined by

(34)

Since the propellers are defined with respect to the vehicle
body frame of reference, the net forces and moments with re-
spect to the inertial frame of reference must be determined from
the vehicle orientation . This is accomplished using the trans-
formation defined by

(35)

where and are the vectors of forces and moments with
respect to inertial coordinates. Substitution of (33) yields

(36)

which defines the net force and moment upon the vehicle due to
propeller thrust.
The control system must determine the necessary thrust for

each propeller to provide a desired set of forces and moments
upon the vehicle body. The vector of propeller thrust values may
be determined from the net force and moment by rearranging
(36), as given by

(37)

However, this requires inversion of , which is only possible
for a vehicle with six propellers, where is square.
Six is the minimum number of propellers required to ensure

controllability of the vehicle in both translation and rotation.
However, there may be fewer or more propellers which cause
to be nonsquare. In such a case, matrix must be inverted

using a pseudoinverse , defined by

(38)

The propeller thrust values required to produce the desired
forces and moments upon the vehicle may then be determined
by

(39)

Stabilization of the vehicle orientation is accomplished using
the feedforward moments from the robotic manipulator control
system combined with a conventional PD feedback controller.
The following equation defines the feedback control torque:

(40)

while

(41)

defines the net desired control torque due to both feedback and
feedforward terms, where and are the proportional
and derivative gains of the feedback controller, respectively,
is the orientation error rotation angle, and is the orientation
error rotation axis. The orientation error is defined using Euler’s
axis-angle theorem, defined by

(42)

(43)

Error rotation matrix represents the transformation from
current vehicle orientation to the desired vehicle orientation

. The following equation defines the error rotation matrix:

(44)
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Similarly, control of the vehicle position may be accom-
plished with a combination of feedback and feedforward terms.
The following equation defines the feedback control force:

(45)

while

(46)

defines the net desired control force including both feedback and
feedforward terms, where the desired position and velocity are

and , respectively, and the proportional and derivative
gains are and , respectively.
As previously discussed, the feedforward control term may

be for either vehicle stabilization or barycenter stabilization. In
the case of barycenter stabilization, the feedback term serves to
minimize the error in the barycenter position instead of the ve-
hicle position. The case of vehicle stabilization may also be in-
vestigated using feedback control alone by neglecting the feed-
forward control term.

C. Thruster Control

A separate control system varies the propeller motor speed
and torque to achieve the desired propeller thrust requested by
the AUV control system. Each propeller is treated indepen-
dently. Propeller thrust and torque are functions of the
propeller shaft speed , where is the fluid density, is the
propeller diameter, and and are the thrust and torque
coefficients, respectively. The thrust and torque are defined by
(as in [28])

(47)

(48)

The thrust and torque coefficients are a function of the
advance ratio , which is the ratio of the relative velocity of
the fluid with respect to the vehicle (along the direction of the
thruster) to the propeller tip speed. The following equation
defines the advance ratio:

(49)

where the advance speed is defined by

(50)

The following equations define the thrust and torque coeffi-
cients, respectively:

(51)

(52)

It may be assumed that the coefficients are linear functions
of the advance ratio, with slopes and , and offsets
and .

The propeller is driven by an electric motor attached to a
shaft, where no gear reduction is assumed. The equation of mo-
tion for the motor is defined by

(53)

where and are the motor voltage and current, respectively,
and and are the motor resistance and inductance,
respectively.
The following equation defines motor torque , where is

the motor constant:

(54)

The equation of motion for the shaft with propeller and motor
attached is defined by

(55)

where is the shaft moment of inertia, and is the viscous
damping of the shaft.
Control of the vehicle is accomplished by first determining

the desired thrust for each propeller. Since the thrust is a func-
tion of the propeller speed, the desired propeller speed may be
determined from the desired thrust. Substitution of (49) into (47)
yields

(56)

Note that the hat operators above and indicate desired
values.
Solution of this quadratic equation results in the required pro-

peller speed necessary to achieve a desired thrust. However, it
is necessary to take the absolute value of the desired thrust to
avoid complex solutions. Furthermore, it is found that the two
solutions to the quadratic equation represent the desired pro-
peller speed for positive and negative thrust. This algorithm is
described by

(57)

(58)

(59)

(60)

(61)

(62)

(63)

A simple proportional control law is used to determine the
desired propeller acceleration. The control law is defined by

(64)

where is the gain.
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Fig. 4. Simulation flow chart.

The desired motor current is determined by combining (54)
and (55) and substituting the desired propeller acceleration and
actual propeller speed. Furthermore, the propeller torque is eval-
uated with the actual propeller speed. The following equation
defines the desired motor current:

(65)

Similarly, another simple proportional control law is used to
determine the desired rate of change of motor current. The fol-
lowing equation defines the rate of change of the motor current,
where is the gain:

(66)

Equation (63) is integrated to determine the motor current.
The required motor voltage is then determined from (53). It is
assumed that the power supply response time is negligible. The
actual propeller acceleration is then determined from the com-
bination of (54) and (55) which yields

(67)

The propeller speed is then determined by integration of (67).
The actual thrust and torque produced by the propeller are then
determined from the propeller speed using (47) and (48).

IV. SIMULATION

The kinematics and dynamics of the AUV vehicle and manip-
ulator system are modeled and simulated in MATLAB. The pur-
pose of the simulation is to compare the performance of the ma-
nipulator with barycenter stabilization and with vehicle position

Fig. 5. Barrett WAM manipulator.

Fig. 6. Model of the AUV vehicle–manipulator system.

stabilization, as well as verify the performance of the vehicle
and thruster control system. The simulation is run as outlined in
the flow diagram shown in Fig. 4. Initialization consists of the
setup of parameters and computation of the link length parame-
ters and , and added mass matrices. The joint angles, veloci-
ties, and accelerations are evaluated within each iteration of the
for-loop. The kinematics and dynamics of the manipulator are
then computed. Actual fluid density and unsteady flow are con-
sidered in the simulation dynamics, while estimated fluid den-
sity and no unsteady flow are used for the model dynamics. The
vehicle control algorithm then determines the necessary control
inputs, which are passed to the thruster control algorithm. The
result then determines the actual control inputs, and the vehicle
reaction is computed. The vehicle reaction also feeds back into
the kinematics, dynamics, and vehicle control algorithms.

A. System Description

The system modeled for simulation is composed of a 7-DOF
robotic manipulator coupled to a simple AUV with eight
thrusters. The manipulator is modeled after the Barrett whole
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TABLE II
MANIPULATOR LINK AND DH PARAMETERS

TABLE III
MANIPULATOR LINK CENTER OF MASS LOCATIONS

TABLE IV
LINK MOMENT OF INERTIA TERMS

arm manipulator (WAM), while the AUV resembles the con-
figuration of the University of Maryland Ranger NBV. The
Barrett WAM, shown in Fig. 5, is a popular robotic manipulator
for research due to its smooth motion, backdrivability, and
low power consumption [30]. Although the Barrett WAM is
not designed for use on an AUV, its kinematic and dynamic
parameters are used for this simulation. The AUV model is
shown in Fig. 6.
Tables II–V list the parameters of the robotic manipulator,

vehicle, and environment, as well as additional simulation
parameters.

TABLE V
LINK, VEHICLE, AND ENVIRONMENT PARAMETERS

TABLE VI
THRUSTER CONFIGURATION PARAMETERS

TABLE VII
MOTOR PARAMETERS

The unscaled added mass matrix is given by

(68)
Table VI lists the thruster configuration parameters, while

Table VII lists the motor parameters.
Table VIII lists propeller parameters and simulation parame-

ters as well as control parameters for both position and attitude
control systems.
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TABLE VIII
PROPELLER, CONTROL, AND SIMULATION PARAMETERS

B. Trajectory

Manipulator motion is driven by a set of prescribed joint
angle trajectories. Each joint moves independently from an ini-
tial angle to a final angle with continuous smooth motion. The
trajectories are modeled using

(69)

(70)

(71)

where and are the initial and final angles, respectively,
and is the length of the simulation.
The joint angle trajectories defined by (69)–(71) provide the

necessary inputs for computing the kinematics and dynamics
of the manipulator. However, as long as the joint angles, rates,
and accelerations are known, any trajectory or manipulator con-
trol algorithm may be used. During simulation, the manipulator
moves from an initial stowed configuration to a set of joint an-
gles which position the end effector at a desired location in the
inertial reference frame. The set of joint angles which position
the end effector at that location will be different depending upon
the use of vehicle position stabilization or barycenter stabiliza-
tion since vehicle motion will occur in the latter. For barycenter
stabilization, the amount of vehicle motion depends upon the
payload mass. Therefore, the set of joint angles necessary to
reach the desired end-effector position will depend upon the
payload mass as well. Table IX lists the initial and final joint
angles which define the trajectory for vehicle position stabiliza-
tion and barycenter stabilization with various payload masses.
The final joint angle configuration places the end effector at a
position of (2.428, 0.250, 0.404 m) with respect to the inertial
reference frame.
Fig. 7 shows the manipulator in the stowed configuration as

well as reaching the final end-effector position for both vehicle
position stabilization and barycenter stabilization.

Fig. 7. Final configurations of the manipulator for vehicle position stabilization
(wireframe) and barycenter stabilization. Note that the initial stowed configura-
tion is shown in wireframe as well.

Eight different scenarios are considered for the vehicle con-
trol system, as shown in Table X. To compare the performance
of the controller, the end-effector error is defined as the differ-
ence between the actual end-effector position and the estimated
end-effector position. For cases II, III, VII, and VIII, the esti-
mated end-effector position is defined by (4), where the refer-
ence point is the system barycenter. For cases I, IV, V, and VI,
the estimated end-effector position is defined by (3), where the
reference point is the vehicle center of mass. It should be noted
that attitude control for all cases employs both feedback and
feedforward terms. All eight cases are simulated under two dif-
ferent sets of conditions. The first set of simulations are carried
out assuming that the density of the fluid is known precisely
and that the surrounding fluid is completely stagnant with no
unknown currents. The second set of simulations are performed
with a difference between the actual and modeled fluid density
as well as including unknown unsteady currents, as defined by
(28).

C. Results

Case I is the uncontrolled case in which the vehicle trans-
lates and rotates freely in reaction to manipulator motion. This
case demonstrates the error at the manipulator end effector if the
base were assumed to be fixed. Case II represents the control
scheme for barycenter stabilization of a spacecraft–manipulator
system with no compensation for hydrodynamic effects, hence
assuming conservation of momentum applies. The orientation
is stabilized and the end-effector position is known from (4).
Case III is the feedforward barycenter stabilization case for the
AUV–manipulator system. The orientation is stabilized and hy-
drodynamic effects are compensated through feedforward con-
trol only. The end-effector position is known from (4) where the
barycenter is assumed fixed. Cases IV, V, and VI are all vehicle
stabilization cases for the AUV–manipulator system. Feedback
and feedforward control is employed for case IV while only
feedback control is employed for case V and only feedforward
control is employed for case VI. Since the vehicle position and
orientation are stabilized, the manipulator is effectively fixed
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TABLE IX
INITIAL AND FINAL JOINT ANGLES

TABLE X
SIMULATION CONTROL SCENARIOS

Fig. 8. End-effector position error for cases I (no control) and II (no hydro-
dynamic compensation), under stagnant conditions with no modeled density
error.

in inertial coordinates. Therefore, the end-effector position is
known from (3). Cases VII and VIII are both barycenter stabi-
lization scenarios, where feedback and feedforward control are
employed for case VII, but only feedback control is used for
case VIII. The location of the barycenter is determined from (5)
and updated at each time step.
1) Stagnant Conditions: The first set of simulations are per-

formed with stagnant conditions and without any difference be-
tween the estimated and actual fluid density. Figs. 8–10 show
the end-effector position error throughout the simulation for
each of the eight cases under these conditions. The mean error
and energy consumed are summarized in Table XI.

Fig. 9. End-effector position error for cases III (barycenter feedforward only),
V (vehicle feedback only), VI (vehicle feedforward only), and VIII (barycenter
feedback only) under stagnant conditions with no modeled density error.

Fig. 10. End-effector position error for cases IV (vehicle feedforward and feed-
back) and VII (barycenter feedforward and feedback) under stagnant conditions
with no modeled density error.

Case I resulted in the highest error, due to the uncompensated
motion of the vehicle. Case II resulted in lower error, which is
expected since the attitude control maintains a stable vehicle
orientation. However, it can be seen that the error continues to
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TABLE XI
END-EFFECTOR ERROR AND ENERGY CONSUMPTION (STAGNANT CONDITIONS)

Fig. 11. Velocity of surrounding fluid.

increase even after the manipulator has completed its trajectory.
This is due to the nonconservative hydrodynamic effects, which
are uncompensated. Cases III and VI resulted in much lower er-
rors on average, but resulted in a steady-state error at the end
of the manipulator motion. This is because both of these cases
employed only feedforward control, and the slight motion of the
reference point (the barycenter for case III and the vehicle for
case VI) is uncompensated. Cases V and VIII also resulted in
much lower errors on average as well as at the end of the trajec-
tory. Both of these cases employ only feedback control. It can
be seen that the errors during motion are much higher for the
vehicle stabilization case without feedforward compensation.
Cases IV and VII demonstrated the lowest end-effector posi-
tion errors due to the combination of both feedback and feed-
forward control. Under stagnant conditions and assuming the
fluid density is known exactly, the cases in which the barycenter
was stabilized consumed on average approximately 43.3% less
energy than the cases in which the vehicle position was stabi-
lized. Note that the energy consumed is computed by integrating
the product of the motor voltage and current. While the end-ef-
fector errors appear to be unrealistically small for a manipu-
lator attached to a free-floating vehicle, it is important to note
that the hydrodynamic effects are modeled for both simulation
and control using the same equations. As mentioned previously,
there will only be significant errors if the simulated dynamics
can be replaced with a more accurate analysis of the true hy-
drodynamic effects. However, any improvements in the hydro-

Fig. 12. End-effector position error for cases I (uncontrolled), II (no hydro-
dynamic compensation), III (barycenter feedforward only), and VI (vehicle
feedforward only) with unsteady flow and fluid density error.

Fig. 13. End-effector position error for cases IV (vehicle feedforward and feed-
back), V (vehicle feedback only), VII (barycenter feedforward and feedback),
and VIII (barycenter feedback only) with unsteady flow and fluid density error.

dynamic model, such as in [35]–[37], would be applied to both
vehicle control and simulation.
2) Perturbed Conditions: The second set of simulations are

performed with more realistic conditions, including both un-
known unsteady fluid flow and a difference between the mod-
eled and actual fluid densities. Unsteady fluid flow is modeled
using (28), resulting in the velocity profile shown in Fig. 11. Ac-
tual and model fluid densities are 1025 and 1000 kg/m , respec-
tively, representing the effect of unknown salinity conditions.
Figs. 12 and 13 show the end-effector position error throughout
the simulation for each of the eight cases under these condi-
tions. The mean error and energy consumed are summarized in
Table XII.
It can be seen in Fig. 12 that cases I, II, III, and VI all result

in large end-effector position errors due to the lack of feedback
control, which is necessary, given the unknown external per-
turbations from unsteady flow and fluid density error. Fig. 13
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TABLE XII
END-EFFECTOR ERROR AND ENERGY CONSUMPTION (UNSTEADY CONDITIONS)

Fig. 14. End-effector error for various payload masses with (A) stagnant con-
ditions with no density error; (B) stagnant conditions with density error; and
(C) unsteady flow conditions with density error.

shows that cases IV, V, VII, and VIII all result in much lower
end-effector position errors since feedback control is employed.
Again, the error is much larger for the vehicle stabilization case
without feedforward compensation. Considering only the cases
with feedback control included, stabilization of the barycenter
consumed on average 38.5% less energy than stabilization of
the vehicle position when unsteady flow and fluid density error
are included.
3) Influence of Payload Mass: Another important consider-

ation is the effect of the payload mass upon the performance
of the controller. Larger payloads will cause greater reactions at
themanipulator base, therefore requiring greater propeller thrust
during vehicle stabilization and imposing larger vehicle motion
during barycenter stabilization. Three scenarios are considered:
A) stagnant conditions with no density error; B) stagnant con-
ditions with density error; and C) unsteady flow conditions with
density error. The end-effector errors and amount of energy con-
sumed for various payload masses using vehicle stabilization
and barycenter stabilization (each with both feedback and feed-
forward control) are analyzed and shown in Figs. 14 and 15.
It can be seen in Fig. 14 that the mean end-effector error is

only slightly affected by the mass of the payload, and is sim-
ilar for both vehicle stabilization and barycenter stabilization
in all three scenarios. There is a decrease in the mean end-ef-
fector error which is attributed to the higher inertia of the system
(in particular, the end effector itself) causing less motion due

Fig. 15. Energy consumed for various payload masses with (A) stagnant con-
ditions with no density error; (B) stagnant conditions with density error; and
(C) unsteady flow conditions with density error.

Fig. 16. Comparison of desired and actual control forces for barycenter stabi-
lization under stagnant conditions.

to perturbations. However, Fig. 15 shows that the energy con-
sumed increases geometrically with increasing payload mass.
Furthermore, the imposition of unknown unsteady flow of the
surrounding fluid causes a significant increase in the consumed
energy for both control methods, while the small difference be-
tween actual fluid density and that of the model only caused an
increase in consumed energy of approximately 1%.
4) Thruster Control: The performance of the thruster con-

trol system is evaluated by comparing the desired control forces
and moments with those produced by the thrusters. Figs. 16 and
Fig. 17 show the desired and actual control forces for barycenter
stabilization and vehicle position stabilization under stagnant
conditions, respectively. Figs. 18 and 19 show the desired and
actual control forces for barycenter stabilization and vehicle po-
sition stabilization with unsteady flow and fluid density error, re-
spectively. Although there are small deviations from the desired
control input, the overall performance is stable and accurate.
The components of propeller thrust contributing to attitude

control and position control are also analyzed. Figs. 20 and
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Fig. 17. Comparison of desired and actual control forces for vehicle position
stabilization under stagnant conditions.

Fig. 18. Comparison of desired and actual control forces for barycenter stabi-
lization with unsteady flow and density error.

Fig. 19. Comparison of desired and actual control forces for vehicle position
stabilization with unsteady flow and density error.

21 show the components of thrust for barycenter stabilization
and vehicle position stabilization under stagnant conditions,

Fig. 20. Comparison of position and attitude components of propeller thrust
for barycenter stabilization under stagnant conditions.

Fig. 21. Comparison of position and attitude components of propeller thrust
for vehicle position stabilization under stagnant conditions.

respectively. Figs. 22 and 23 show the components of thrust
for barycenter stabilization and vehicle position stabilization
with unsteady flow and fluid density error, respectively. The
component of propeller thrust for attitude control is similar in
both barycenter and vehicle position stabilization cases, and
is greater than the component of thrust for position control.
However, the component of propeller thrust for position control
is much larger in the vehicle position stabilization case than in
the barycenter stabilization case. As can be seen in Figs. 22
and 23, the introduction of unsteady flow requires greater
propeller thrust as the feedback control terms become much
larger, however vehicle stabilization still requires greater thrust
for position control than barycenter stabilization.
5) Hydrodynamic Model Fidelity: The level of detail within

the hydrodynamic model is of particular importance since this
research is currently limited to simulation. A complete compu-
tational fluid dynamics model would be preferred to capture the
complex flow properties that are expected during motion of the
vehicle–manipulator system. However, the implementation of
such a model is too complex for the scope of this study. In-
stead, the simplified hydrodynamic model described previously
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Fig. 22. Comparison of position and attitude components of propeller thrust
for barycenter stabilization with unsteady flow and density error.

Fig. 23. Comparison of position and attitude components of propeller thrust
for vehicle position stabilization with unsteady flow and density error.

is used, including a quadratic drag law, added mass effects, and
the impact of angle of attack. Furthermore, deviations between
the modeled and actual hydrodynamic forces are imposed using
unknown unsteady flow perturbations and differing values of
fluid density. Another effect which has not been included is the
variation in drag and added mass coefficients due to the tran-
sient development of flow characteristics as the manipulator
and the vehicle move through their respective trajectories. The
variation in these coefficients has been studied by McLain and
Rock [36], who demonstrated that the drag and added mass co-
efficients are functions of the distance traveled by a manipu-
lator link alone. Although this assertion assumes that the link is
cylindrical and under constant acceleration, the same variation
in the hydrodynamic coefficients is applied within the current
model, according to Fig. 24. A comparison of the simulation re-
sults with various combinations of each hydrodynamic model
detail is shown in Table XIII, where the added mass effects are
included in each case. The ratio of energy consumption does
not appear to vary greatly depending upon the level of detail
within the hydrodynamic model. Therefore, it is expected that
the benefits of using barycenter stabilization over vehicle stabi-

Fig. 24. Variation in drag and added mass coefficients as a function of link
traverse distance (expressed in multiples of link diameter).

Fig. 25. Comparison of energy consumption for vehicle and barycenter stabi-
lization with varying end-effector travel distance.

lization would be seen during experimental testing and applica-
tion under real hydrodynamic conditions.
6) Influence of Trajectory Distance: The benefits of

barycenter stabilization over vehicle stabilization are also in-
vestigated for varying end-effector trajectory travel distances.
The end effector is commanded to move purely along the
-axis over a set of travel distances, and the total energy
consumed is determined for both barycenter and vehicle stabi-
lization methods. Perturbations from unsteady flow are omitted
but error in the modeled fluid density is included as well as
the varying drag and added mass coefficients introduced in
Section IV-C5. Fig. 25 compares the results of barycenter and
vehicle stabilization for end-effector trajectory travel distances
between 0.1 and 1 m, as well as the ratio of energy consumed
between the two cases. The simulation results show that the
ratio of energy consumption is only marginally dependent upon
the end-effector travel during the maneuver, remaining within
approximately 53%–59%.
7) Influence of Trajectory Duration: The effect of varying

the time duration of the end-effector trajectory is also inves-
tigated using the same maneuver but over various time dura-
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TABLE XIII
END-EFFECTOR ERROR AND ENERGY CONSUMPTION (UNSTEADY CONDITIONS)

Fig. 26. Comparison of energy consumption for vehicle and barycenter stabi-
lization with varying end-effector trajectory duration time.

tions. The end effector is commanded to follow the same tra-
jectory as investigated in Section IV-C2, and the total energy
consumed is determined for the barycenter and vehicle stabi-
lizationmethods. Unsteady flow perturbations are ignored while
fluid density error is modeled along with varying drag and added
mass coefficients. Fig. 26 compares the results of barycenter and
vehicle stabilization for end-effector trajectory duration times
between 6 and 120 s, as well as the ratio of energy consumed
between the two cases. The results of the simulations demon-
strate a region of greater dependency upon trajectory duration
occurring at low duration times, whereas there is negligible de-
pendency at duration times higher than 30 s. Overall, however,
the ratio of energy consumed remains below 100% for all trajec-
tory duration times, suggesting that the barycenter stabilization
method is more efficient.
8) Energy Savings Distribution: The reduction in consumed

energy is attributed to the decrease in thruster effort required
when the vehicle is permitted to translate since the reaction
forces due to the motion of the manipulator are not compen-
sated. Therefore, reduction in consumed energy occurs along the
entire trajectory since the reaction forces are lower at all times. It
is also important to note that the consumed energy is determined
for the thruster system only, while the energy consumed for ma-
nipulator control is previously not included. Energy consumed

Fig. 27. Comparison of energy consumption of thruster control and manipu-
lator actuation systems for barycenter and vehicle stabilization.

by the manipulator is estimated from the torque and speed of
each joint, and compared for both barycenter and vehicle stabi-
lization methods. Fig. 27 shows the resulting energy consump-
tion for the thruster system and manipulator actuation system
using both stabilization methods. The reduction in energy con-
sumption for the thruster system is significant, while the dif-
ference in energy consumption for the manipulator system is
negligible.
9) Simplified Analytical Model: Stabilization of the system

barycenter requires that energy be consumed for compensation
of the hydrodynamic effects alone, while stabilization of the ve-
hicle position requires that energy be consumed for both com-
pensation of the hydrodynamic effects as well as the mechan-
ical work in displacing the system barycenter. However, sta-
bilization of the barycenter requires that hydrodynamic effects
upon the vehicle due to its movement be also compensated.
Under certain conditions, the hydrodynamic forces on the ve-
hicle during barycenter stabilization may be larger than the re-
action forces during vehicle stabilization. For example, if the
fluid is extremely dense or viscous, then more energy may be
consumed in compensating for vehicle drag than would be con-
sumed in maintaining a fixed vehicle position.
The energy consumed by the controller is proportional to the

propeller thrusts, therefore the net control forces acting on the
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vehicle body are proportional to the required energy input. The
following analysis is used to compare the theoretical control
forces for barycenter stabilization and vehicle position stabiliza-
tion for a simplified vehicle–manipulator model. It is assumed
the manipulator links are massless and experience no drag, and
that the manipulator end effector is directed in a straight line tra-
jectory following a cosine profile. For barycenter stabilization,
the barycenter remains fixed and the position of the vehicle and
end effector are related by

(72)

where is the mass of the vehicle, is the mass of the
payload, is the position of the vehicle in inertial coordinates,
is the position of the payload with respect to the vehicle, and
is the position of the center of mass

Rearranging (72) yields (73), where is the ratio of payload
mass to the total mass of the system, as defined by

(73)

(74)

Differentiation of (73) results in the equations for velocity
and acceleration, where it is assumed that the barycenter is sta-
bilized. Therefore, the velocity and acceleration of the vehicle
are given, respectively, by

(75)

(76)

From (19), the drag on the vehicle is given by

(77)

The trajectory of the end effector is defined by

(78)

where the end effector moves a distance smoothly from an
initial position , over a period of . The velocity and accel-
eration of the end effector are given, respectively, by

(79)

(80)

Therefore, the drag on the vehicle is given by

(81)

In the case of vehicle position stabilization, the manipulator
motion is shortened to reach the same final position in inertial
coordinates. The actual end-effector travel is given by

(82)

where the vehicle motion is given by

(83)

which results in

(84)

Therefore, to reach the same position in inertial coordinates
as the barycenter stabilization case, the end-effector trajectory
for the vehicle stabilization case is scaled by a factor of .
The reaction force on the vehicle during vehicle stabilization is
given by

(85)

which can be written as

(86)

after substitution of (80) and (74).
The total energy consumed is related to the integral of the

control forces over the entire simulation, which are defined as

(87)

for barycenter stabilization and

(88)

for vehicle position stabilization (assuming absolute values of
the respective forces). The ratio of integrated drag forces during
barycenter stabilization to integrated reaction forces during ve-
hicle position stabilization, defined by

(89)

is representative of the ratio of energy consumed for the two
scenarios.
Now it can be seen that the ratio of vehicle drag during

barycenter stabilization to reaction forces during vehicle po-
sition stabilization is a function of fluid density and vehicle
drag parameters and , as well as the end-effector travel
distance , vehicle mass , and ratio of payload mass to
total system mass .
If the ratio given by (89) is greater than 1, the drag forces

during barycenter stabilization are greater than the reaction
forces during vehicle position stabilization, and therefore ve-
hicle stabilization would result in lower energy consumption.
Hence, evaluation of (89) allows one to predict which of the
two control methods would be more efficient. The maximum
possible value of the ratio may be checked by substituting
with the maximum reach of the manipulator, and equating to
1. If this maximum value is less than 1, then barycenter stabi-
lization will be more energy efficient for any trajectory and any
size payload. However, if the maximum value of (89) is greater
than 1, then there exists a maximum payload mass for which
barycenter stabilization is preferred for a given end-effector
travel distance, as well as a maximum travel distance for a
given payload mass.
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After substitution of the environment and vehicle parame-
ters used for simulation, the maximum payload mass and max-
imum end-effector travel distance may be determined. For the
absolute maximum end-effector travel distance of the Barrett
WAM, 1.82 m, the maximum payload mass is 144.3
kg. Conversely, if the payload mass is unrestricted and ,
the maximum travel distance is 0.994 m. Therefore, if the
manipulator motion is restricted to a travel distance equal to
or less than 0.994 m, barycenter stabilization will always be
more efficient than vehicle position stabilization for any pay-
load mass, whereas if the manipulator motion is unrestricted,
then barycenter stabilization is only beneficial up to a pay-
load mass of 144.3 kg. While this payload mass is likely larger
than the maximum expected payload for this vehicle–manip-
ulator system, there does exist a configuration in which ve-
hicle position stabilization is more efficient than barycenter
stabilization.

V. CONCLUSION

Effective manipulator position control is demonstrated in
simulation through stabilization of the vehicle orientation and
system barycenter or vehicle position using combinations of
feedback and feedforward control. Stabilization of the system
barycenter resulted in lower energy consumption compared to
stabilization of the vehicle position under stagnant conditions
as well as with the inclusion of unknown unsteady flow and
differences between the actual and modeled fluid density.
However, it is possible that vehicle position stabilization is
more energy efficient if the amount of drag on the vehicle
during barycenter stabilization is larger than the required
reaction forces for vehicle position stabilization. Therefore,
the environmental conditions, vehicle parameters, payload
mass, and manipulator travel distance must all be considered
to determine which control method is most efficient for a
given payload mass and end-effector trajectory. It must also be
noted that the suggested barycenter vehicle control algorithm
is independent of the manipulator control algorithm and may
be applied within other control strategies with more robust
manipulator control, end-effector force control, or desired
vehicle motion control. The improvement in energy efficiency
would prove beneficial for untethered vehicles, especially
planetary exploration submersibles such as those proposed
for missions to Europa and Enceladus. Although a detailed
hydrodynamic model was used in simulation, the complex
nature of fluid flow during manipulator motion is difficult to
capture. Consequently, supporting experimental verification of
the simulation results is required to definitively conclude that
the proposed barycenter stabilization method is more energy
efficient than vehicle stabilization.
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