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Water vapor plumes emanating from the geyser vents at Enceladus’s south pole area invite the possibility of direct

access to the subsurface liquid reservoir to acquire pristine biological material if it exists. Any descending lander

adapted for plume localization is required to not only explore the icy plume environment during its descent, but it

must also infer the location of the landing target—the plume source—autonomously. Compared with existing

scenarios of terrestrial plume source localization methods, the source likelihood map (SLIM) method for an

Enceladus mission offers a more extensive search area, a higher maneuver velocity, and a shorter search time.

This paper investigates a particle-based odor source localization (pOSL) approach that offers the prospect of

targeting one of the plume sources by autonomously measuring the concentration field. Reasons for the negative

likelihood and overfitting issues associated with Bayesian SLIMare analyzed to build a novel probabilistic model. By

implementing this model, the proposed pOSL algorithm evaluates the observation likelihood via posterior

maximization method and estimates the source location via the sequential Monte Carlo method. The pOSL

algorithm resolves difficulties associated with other methods while reducing the time complexity from O�Nτ� to
O�N�. The numerical simulations illustrate that the proposed approach is feasible and permits accurate targeting of

Enceladus’s geyser vents.

Nomenclature

A = linear coefficient of a linear Gaussian model
b = bias of a linear Gaussian model
C0 = density at the center of the plume on Enceladus’s surface,

2.7 × 109 cm−3

c = concentration field (cm−3)
E = expectation operator
Hd = four times the radius of Enceladus’s Hill sphere, 3792 km
HΘ = angular width of the plume, 12°
h = altitude (km)
k = dimension of the search area
L = precision matrix of a linear Gaussian model
N = maximum number of sampled particles
N = normal distribution
Neff = resampling flag
O = source location (m)
P = probability
RE = radius of Enceladus, 248,329 m
r = plume center distance (m)
s = latent variable representing π
U = uniform distribution

V = covariance matrix of observation likelihood
x = lateral coordinates in cross-range direction (m) or mea-

sured concentration value (cm−3)
x0 = lateral coordinates of source in cross-range direction (m)
y = lateral coordinates in down-range direction (m)
y0 = lateral coordinates of source in down-range direction (m)
z = vehicle position (m)
α = learning rate of particle-based odor source localization

algorithm
β = posterior distribution of source
β̂ = estimate of β
Γ = observation noise
γ = learning rate
Δ = plume model residual
Δt = sample time of robot system (s)
ΔV = impulses needed to perform a maneuver (m∕s)
Θ = angular distance from the plume center (m)
Λ = precision matrix of a prior normal distribution
μ = expectation of observation likelihood
π = mixture factor
Σ = covariance matrix of plume model
σ = covariance matrix determined by wind field
τ = assumed releasing time of icy odors (s)
χ = observation event

Subscripts

n = index of sampled particles
t = time

I. Introduction

T HE icy moons of the solar system represent the most promising
targets for astrobiological exploration [1,2]. The water vapor

plumes from Enceladus’s south pole area discovered by the Cassini
spacecraft and the implied subsurface salt-water reservoir [3] have
attracted significant scientific attention [4]. Icy water particles and
the water vapor gas gush from cryovolcanism in Enceladus’s south
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pole area (forming fissures known as tiger stripes area) continuously
blanket Enceladus’s surface, making the icy moon one of the most
reflective bodies in the solar system [5]. These cryo-eruptions also
supply material to replenish Saturn’s E-ring [4]. The Cassini space-
craft performed dozens of flybys past Enceladus from 2005 to 2008,
including 8 flybys near Enceladus’s south pole area with the lowest
flyby altitude being 50 km [6]. Cassini’s measurements of the water
plumes [7] reveal that there are liquid water oceans beneath a frozen
shell of a thickness ∼10 km [8] and implies that submarine hydro-
thermal activity at the rocky core [9] might harbor the ingredients
for life [10]. Emplacing scientific instruments into or near one
of the plume sources to directly access water from the subsurface
oceanswould be a boon for astrobiological research [11]. To date, this
has been considered too challenging [12]; it is this aspect that is
addressed here.
To explore Enceladus’s plume environment and to sample its

subsurface astrobiological material [13], we propose that one or more
penetrators explore the plume environment through lateral maneuvers
to infer the location of the landing target during the descent [14].
The planetary penetrator is advocated as one of the most attractive
vehicles for a small body targeting [15]. This small missile-type
landing vehicle can carrymodest scientific instruments andbe capable
of withstanding impact into the subsurface [16,17]. In contrast to
previous landermissions [18,19], the precise location of an Enceladus
landing targetwould be unknown a priori. AnyEnceladus landermust
explore the icy plume environment in situ to infer the location of the
landing target (the plume vent) by employing source localization
algorithms autonomously during its descent. Source likelihood map
(SLIM) methods involve algorithms that exhibit animal-like food-
foraging behavior, which incrementally map the plume by measuring
the concentration field continuously. SLIM approaches for Enceladus
are substantially different from existing terrestrial scenarios. Whether
on the ground or underwater, the search area of existing algorithms is
∼100–200 m while the velocity of the mobile robot does not exceed
∼10 to 30 m ⋅ s−1. However, an Enceladus lander may intercept the
plume at an altitude of ∼200–300 km with a lateral maneuvering
corridor of∼50–90 km diameter, which is over two orders of magni-
tude larger [20]. The velocities involved are also an order of magni-
tude larger because the required impact velocity of a penetrator
is ∼100–300 m ⋅ s−1 dictated by the required subsurface penetration
depth [14]. Consequently, an advanced SLIM method is crucial for
Enceladusplumemapping and the explorationof subsurface targets of
astrobiological interest.
Traditional SLIM methods implemented on mobile robots can be

classified in different ways [21]. The most conventional methods are
biologically inspired behavior-based approaches, including gradient
search and infotaxis strategies. Gradient-based strategies [22] enable
a mobile robot to trace a Gaussian plume field and locate the plume
source via a gradient descent algorithm. Infotaxis strategies [23],
including upwind search [24], SPIRAL search [25], and swarm search
[26], are a type of non-Gaussian plume search method without using
gradient information. Plume source localization via machine learning
is also an attractive type of approach [27]. This approach defines
the search area as a sequence of cells and allows the robot to learn a
SLIM through the forward and backward recursive algorithm of a
discrete hiddenMarkov model (HMM). A particle-filter-based SLIM
can estimate the posterior expectation of source position by imple-
menting a Gaussian likelihood function [28]. However, the likelihood
function of this method may give negative likelihoods. Besides, the
particle method is expensive requiring O�Nτ� operations to evaluate
the posterior expectation, where N is the number of particles and τ is
the assumed released time. All the above approaches lose their effec-
tiveness when addressing the scenario of a large three-dimensional
search area with a high-velocity vehicle and a short descent duration;
these are the constraints imposed by Enceladus plume mapping.
Wehave investigated a novel particle-based odor source localization

(pOSL) approach that permits an Enceladus lander to locate the plume
vents by sniffing the plume during the descent. This novel pOSL
approach evaluates the observation likelihoods by the maximum a
posteriori (MAP)method andestimates the posterior expectation of the
source position using the sequential Monte Carlo (SMC) technique

[29]. The proposed algorithm resolves the issues of traditionalmethods
while reducing the time complexity from a polynomial function of
O�Nτ� to a linear function of O�N�. By employing the proposed
approach, an Enceladus penetrator could precisely target Enceladus’s
geyser vents with a biomimetic decent behavior.
The following are the main contributions of this paper:
1) We propose a novel probability model for the odor source

localization problem that avoids the negative likelihood andoverfitting
(NLO) issues, based on the analysis of the traditional OSL approaches
in both discrete and continuous cases. By employing graphic models,
we also indicate the reason for the NLO issue (Sec. II).
2) We develop a novel algorithm using the SMC method that

corrects the deficiencies of traditional methods while reducing its
time complexity (Sec. III).
3) We perform a penetrator mission concept to demonstrate the

effectiveness of the proposed algorithm (Sec. IV).

II. Probabilistic Model That Avoids the NLO Issue

In this section, we briefly cover the HMM-based methods and the
particle-filter-based method from the perspective of the Bayesian
directed-graph model and expound the reasons for the NLO issue.
We then propose a novel directed-graph model that could avoid the
above issues.

A. Negative Likelihood and Overfitting Issues

1. HMM-Based and Particle-Filter-Based Method

Consider a mobile robot searching the plume source and loca-
ting the odor source by continuously measuring the concentration
fχ1; χ2; : : : ; χtg at position fr1; r2; : : : ; rtg yielded byO. We give the
directed-graph model of Fig. 1 that describes the HMM-based
method [27] and the particle-filter-based method [28].
The traditional methods estimate posterior distribution of the

source position βt by

βt � P�Oj χ1 ∼ χt� �
P� χtjO�βt−1R
P� χtjO�βt−1 dO

(1)

where χt � fχt; rtg represents the detection events. The HMM-
based method divides the search area into N cells and estimates βt
by the forward and backward recursion algorithm of a discrete
HMM. This method calculates the likelihood by averaging the
probabilities between P�rtjOt−τ� to P�rtjOt� [Eq. (2)], assuming
that the detected odor is released at one of the time steps between
t − τ and t.

P� χtjO� �

8>>>><
>>>>:

1

τ

Xt

t−τ
P�rtjOt�; χt � 1

1 −
1

τ

Xt

t−τ
P�rtjOt�; χt � 0

(2)

This approach requires an expensive O�N3� matrix operations for
each observation in 3D scenarios, which make it lose effectiveness
when addressing Enceladus plume localization problem.
Assuming that χt is yielded by one or more time steps between

t − τ and t, the particle-filter-based method defines the likelihood
as

Fig. 1 Graphical model of the HMM-based method and the particle-
filter-basedmethod,where χ t represents the detection events, andO is the
source location.
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P� χtjO� �
8<
:
1 −

Q
t
t−τ 1 −Q�rtjOt�; χt � 1Q

t
t−τ 1 −Q�rtjOt�; χt � 0

;

Q�rtjOt� �
1

2πσxσy�τ�Δt
e
−
�δix�l; k��2
2σ2x�τ�Δt e

−
�δiy�l; k��2
2σ2y�τ�Δt

(3)

whereΔt � sampling period and �σ2x; σ2y�T � variance of the compo-
nents of the airflow. A particle filter is thus implemented to evaluate
the expectation of P�rtjO�, i.e., Eβt. This algorithm imposes an
expensive computational cost of O�Nτ�, where N is the number of
particles and τ is the release time. Furthermore, this approach has
issues surrounding negative likelihood and overfitting.

2. Negative Likelihood Issue

According to Eq. (3), the maximum of Q�rtjOt� is 1∕
������������������
�2π�kjΣj

p
,

where k denotes the dimension of the search area. The maxima

will greater than 1 when jΣj <
�
1∕

������������
�2π�k

p �
, resulting in a negative

1 −Q�rtjOt� and a negative P�rtjO�.
The reason is as follows. Intuitively, the likelihood function should

be proportional to the probability density. However, the likelihood
function does not obey the condition of normativity; i.e., themutually
exclusive likelihood of an event A is not 1-likelihood�A�, according
to the law of complement. Besides, the graphic model (Fig. 1) also
indicates that the uncertainties of the detection event cannot be trans-
ported fromnode χt−1 to node χtwith a transition distributiongivenby

P� χtjOt� �
(
Q�z�jOt�; r� � rt

0; r� ≠ rt

3. Overfitting Issue

Worse still, the likelihood defined by Eq. (3) may cause the over-
fitting problem: when the robot detects χt � 1 at rt, the most likely
source position isO � rt and if χt � 0, the position farther from rt is
more likely to beO based onEq. (3). Note that the exponential termof
the Gaussian density in Eq. (3) is a quadratic function given by

−
1

2
�rt − O�TΣ−1�rt − O� (4)

As shown in Fig. 2, the likelihood of a detected event χt � 1 would
increasewhenO is getting close to rt, asO � rt is the maxima of the
likelihood function. Equation (4) implies that the most likely source
position given by Eq. (3) at rt is rt itself since P�rtjO� gets its
maximum when O � rt, and vice versa. In other words, if a particle
filter with a likelihood function of Eq. (3) is implemented, particles
around rt are likely to attain large weights when χt � 1 and to attain
small weightswhen χt � 0. This phenomenonmay cause very strong
overfitting, such that the convergence of the algorithm would be
damaged. Although this is not a big problem when searching a small

search area with a mobile robot, in scenarios like Enceladus plume
mapping, the impact velocity of a landing vehicle is required to be
high ∼100–300 m ⋅ s−1 to guarantee an effective impact depth, leav-
ing little time for lateral maneuvers to alter the impact target.
In Sec. II.B, we propose a novel probabilistic model that provides a

more efficient mechanism to describe the probabilistic dynamics.
This novel model also enables us to evaluate the likelihood via the
MAP method that could avoid the aforementioned issues.

B. Probabilistic Model of Particle-Based OSL Problem

Let fc1; : : : ; ctg � the concentration value, and the novel probabi-
listic model given by Fig. 3 and Eq. (5) models the detection events,
considering the plume model residual and the observation noise
N �0;Γ�.

P�ctjO� ∼N �ctjC�O; rt�;Δ�
P�χtjct� ∼N �χtjct;Γ� (5)

The first equation of Eq. (5) defines the concentration value ct at rt
predicted by a plume model C��� with a residual Δ. Therefore the
target variable O becomes a hyperparameter. Note that this model
separates the nonlinear observation segment and the nonlinear plume
model. The state-space form is given by

ct � C�O; rt� � Ωt

χt � ct � Λt

where Ωt � N �0;Δ� and Λt � N �0;Γ� are both white Gaus-
sian noise.
By employing the concentration value as the hidden variable, the

evaluation of the observation likelihood becomes a MAP problem,
instead of amaximum likelihood estimation (MLE) problem.Thus the
likelihood probability is capable of being proportional to the concen-
trationvalue rather than beingmaximized.Thiswould resolve both the
overfitting issue and also the negative likelihood issue, because there
are no mutually exclusive events in the proposed model. The prob-
abilistic model also implies that the odor source localization problem
is equivalent to a hyperparameter estimation problem given by
Problem 1: Estimate the posterior expectation of the hyperpara-

meter O in model 5, Eβt, where

βt � P�Ojχ0; : : : ; χt�

The proposed probabilistic model suggests a novel odor SLIM
method. In the next section, we evaluate the observation likelihood
using the MAP method and estimate the posterior expectation of the
source location via the SMC method. This novel algorithm avoids
the negative likelihood and improves the overfitting while reducing
the time complexity. We refer to this as the pOSL algorithm.

III. Particle-Based Odor Source Localization Method

Considering Bayes’s theorem and the conditional independence
principle, the joint distribution of all nodes in the graphic model is
given by

Fig. 2 One-dimensional schematic of overfitting.When χ t � 1, rt is the
most likely O, while the position farther from rt is more likely to be O
when χ t � 0.

Fig. 3 Graphical model with model uncertainty, where O is a hyper-
parameter representing the source location, fc1; : : : ;ctg is the concen-
tration fields, and fχ 1; χ 2; : : : ; χ tg is the observation.
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P�c1 ∼ ct; χ0 ∼ χt;O� � P�c1 ∼ ct; χ0;: : : ; χtjO�P�O�
� P�χ0;: : : ; χtjc1 ∼ ct�P�c1 ∼ ctjO�P�O�
� P�χtjχ0 ∼ χt−1; c1 ∼ ct�P�χ0 ∼ χt−1jc1 ∼ ct�
P�ctjc1 ∼ ct−1;O�P�c1 ∼ ct−1jO�P�O�

� P�χtjct�P�χ0 ∼ χt−1jc1 ∼ ct�P�ctjO�
P�c1 ∼ ct−1jO�P�O�

� P�O�
Yt
1

P�χtjct�P�ctjO� (6)

implying that

βtP�χtjχ1; : : : ; χt−1�
� P�Ojχ1; : : : ; χt�P�χtjχ1; : : : ; χt−1�
� P�χtjO�P�Ojχ1; : : : ; χt−1�
� P�χtjO�βt−1 (7)

Based on Eq. (7), the pOSL algorithm estimates the posterior
expectation of hyperparameter O by two steps: a MAP step and an
SMC step. The MAP step evaluates the observation likelihood
by solving P�χtjO� � ∫P�χtjct�P�ctjO� dct, and the SMC step
estimates Eβt via the SMC method.

A. Evaluation of the Observation Likelihood

Based on the graphic model, the likelihood P�χtjO� can be com-
puted as a convolution by

P�χtjO� �
Z

P�χtjct�P�ctjO� dct

�
Z

N �χtjct;Γ�N �ctjf�O; rt�;Δ� dct (8)

Using Lemma 1, the likelihood P�χtjO� � N �χtjμt; Vt� is trace-
able, given by

P�χtjO� ∼N �χtjμt; Vt�
μt � C�O; rt�
Vt � Δ� Γ (9)

Lemma 1: Given a marginal Gaussian distribution for x and a
Gaussian distribution for y on the conditional of x in the form [30]

P�x� � N �xjμ;Λ−1�;
P�yjx� � N �yjAx� b; L−1�

the marginal distribution of y and x on the conditional of y are given
by

P�y� � N �yjAμ� b; L−1 � AΛ−1AT�
P�xjy� � N �xjΣfATL�y − b� � Λμg;Σ�
Σ � �Λ� ATLA�−1

For linear systems, a Kalman filter offers a closed-form solution of
βt in Eq. (7). For the nonlinear plumemodel, we implement the SMC
method to evaluate the posterior expectation of βt.

B. SMC-Based Estimation of the Posterior Expectation

1. Inference of Eβt
The SMCmethod is a general class of theMonte Carlomethod that

samples sequentially from target probability densities to evaluate its

posterior approximation expectation. By implementing the SMC
method, Theorem 1 gives the posterior expectation of βt.
Theorem 1: The posterior expectation of βt in Problem 1 is

Eβt �
XI

i�1

ωn
t O

n
t−1

θ�;nt−1 ∼ βt−1

ωn
t ∝ P�χtjO�;

X
ωn
t � 1 (10)

Proof: Assuming that one draws samples On
t−1 ∼ βt−1 for

n � 1; : : : ; N, the approximation of βt is given by the empirical
measure:

β̂t ≈
XN
n�1

P�χtjOn
t−1�δOn

t
�On

t−1� (11)

where δOn
t
�On

t−1� is the Dirac-delta function for On
t and On

t−1.
P�χtjOn

t−1� are likelihoods (weights) of particles that can be normal-
ized to

ωn
t � P�χtjOn

t−1�P
N
n�1 P�χtjOn

t−1�
(12)

Thus the expectation of βt is given by

Eβt �
XI

i�1

ωn
t O

n
t (13)

□

Without loss of generality, one can draw particles from a
prior distribution β0 ∼N �μ0; v0� at the initial time step. At the tth
time step, Eβt equals to the weighted average of particles drew form
βt−1 ∼N �μt−1; vt−1�.Nevertheless, thepriordistribution is not always
an unbiased estimation of the target. The weight of particles away
from the expectation may degenerate into invalid values reducing the
number of effective particles exponentially. The resampling technique
is the crucial ingredient of SMC methods that (partially) solves this
problem [31].

2. Resampling

Using the resampling procedure, the pOSL method replaces the
degenerated particles by drawing repeated particles from the original
particle set with survival probabilities determined by the weights
[32,33]. One can firstly draw N samples from a uniform distribution
U1∼U�0;�1∕N��, and defineUn � U1 � �n − 1�∕N forn�2;:::;N,
then set Tn ���Uj:

P
n−1
k�1 ω

k ≤ Uj ≤
P

n
k�1 ω

k
�� with the conventionP

0
k�1 ω ≔ 0. The resampling can be performed adaptively when the

following inequality [Eq. (14)] holds:

Neef �
1P

N
n�1 �ωn�2 ≤

N

2
(14)

The variance of the particles set is reduced after resampling since the
degenerated particles are replaced by copies of particles whose
weights are greater.

3. Covariance Decay

We introduce a learning rate α given by Eq. (15) to decay the
covariance of the likelihood function to increase its derivative around
the source location and so further increase the targeting accuracy. As
shown in Fig. 4, when particles are closing to O, we decrease the
covariance of P�χtjO� to tilt the likelihood function and to maintain
the diversity of weights. This increases the targeting accuracy.

Δt � αΔt−1;

α � e−γn (15)

At the beginning of the descent, the particles are scattered around
the prior guess, so that the likelihood function generates particles
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with diverse weights. However, when particles converge in a small
area around the source, its weight may approach to �1∕N�, since the
derivative of the likelihood function trends to 0 nearO. This reduces
the diversity of the weights and restricts the convergence. The pro-
posed covariance decay method increases the diversity of the particle
set, which improves the estimated accuracy.

C. Framework of the Algorithm

Based onEqs. (1), (11), (12), (13), and (9),Algorithm1 determines
estimates of the posterior distribution of the source requiring O�N�
operations per observation.
At the initial state of descent, pOSL draws N particles from a

prior distribution N �O0jμ0; V0� and gives the first estimation as
O � �1∕N�PN

n�1 O
n
0 .At every rt, the algorithmevaluates theweights

of every particle as ωn
t ∝ P�χtjOn

t−1�. Then if Neff ≤ �N∕2�, a new
particle set fOtgN withweights f1∕NgN is generated by the resampling
procedure. The posterior expectation of source location is updated by
Eq. (13), imposing only O�N� operations per observation. Compared
with traditional methods, the pOSL method improves the overfitting
and avoids the negative likelihood issue by implementing a novel
probabilistic model that describes the observation likelihoods in the
concentration function space.

The pOSL algorithm enables an Enceladus lander to locate the
plume source autonomously by sniffing the plume during its descent.
According to [14], we assumed a penetrator mission with the desired
impact velocity of 162 m ⋅ s−1 into the surface ice following a conical
search profile of 90 km diameter at its widest. The simulation results
demonstrate that by performing pOSL, the penetrator could locate the
plume vents and impact one.

IV. Simulation Studies

A. Simulation of an Enceladus Penetrator Mission

The baseline simulations were performed in an inertial coordinate
system whose origin is an assumed plume source located at the south
pole of Enceladus.We applied a penetratormission concept according
to Sun et al. [14], where a 12 kg penetrator explores the plume
environment by exploiting vectoring-in-forward-flight (viffing): a
series of lateral maneuvers while autonomously locating the plume
source during the descent through the plume. The penetrator free
falls from Enceladus’s sphere of influence (at 208 km altitude) with
0 m ⋅ s−1 initial velocity in order to penetrate the icy crust near a plume
vent and deploy its scientific instruments into it. Ideally, the free-
falling penetrator would impact the ice shell at ∼162 m ⋅ s−1, which
guarantees an effective penetration depth of ∼0.2–1 m depending on
the ice hardness. The penetrator explores the plume field based on [34]
through a lateral corridor of 90 km diameter by passing through a
sequence of descending reference waypoints. During the descent, the
penetrator measures the plume every 0.1 s and updates the reference
waypoints every 1s by inferring the source locationbasedon thepOSL
method.
The penetrator explores the plume environment by performing a

biomimetic strategy, the quasi-spiral descent (Fig. 5). During the free
fall, the lander passes through a sequence of arbitrary waypoints to
approximate a logarithmic spiral in the lateral direction, whichmimics
thephototaxis behavior ofmoths [35–37].According toSun et al. [14],
the quasi-spiral trajectory achieves the most fuel efficiency in search-
ing the plume environment compared with other trajectories. During
the descent, the penetrator locates the plume sourcevia pOSLand then
updates the remaining waypoint positions until impact. Assuming
that the source location is known a priori approximately, we first give
a reference trajectory and the corresponding waypoint positions, but
these are updated as the trajectory proceeds. The maneuver ΔV costs
of each waypoints are listed in Table 1. This simulation is performed
using the astrogator toolbox of Satellite Toolkit (STK)with an Encela-
dus-centric reference frame.

B. Offline Simulations of pOSL

Before the online mapping scenario, we performed an offline
simulation using plume data accumulated during the reference trajec-
tory to compare the pOSL algorithm and the particle-filter-based
method [28]. The prior source distribution was assumed to be a uni-
form distribution across an area of 50 km × 50 km.
To avoid negative weights generated by the particle-filter-

based method, we normalized the likelihoods before computing the
undetected weights. From Fig. 6, the estimation is made to follow the
search trajectory of the penetrator. Figure 6 illustrates that the particle-
filter-based algorithm is affected by the vehicle position sequence
implying very strong overfitting and even impacting the convergence
of the algorithm. If the penetrator detects χt � 1 at rt that is far away
from the source, the traditional algorithm gives an estimation near
rt, rather than O. Also, if the penetrator detects χt � 0 near the
source, the algorithm may give an estimation that is far away from
the source. Figure 6 also illustrates that the estimation converges to
the source only if the vehicle is in a narrow area near it. However,
the impact velocity of a landing vehicle is required to be near 100 ∼
300 m ⋅ s−1 to guarantee a sufficient impact depth, leaving little room
for lateral maneuvers to alter the impact target.
The following simulation demonstrates that pOSL resolves the

NLO issue. During the quasi-spiral descent, the estimations given by
pOSL (shown in Fig. 7) are always in a narrow area around the source,
rather than oscillating with the search trajectory like the particle-

Fig. 4 The decay of the covariance. The derivative of the likelihood
function near the source is larger when we decrease the covariance.

Algorithm 1: pOSL algorithm

Data: r0, χ0, N, μ0, V0, h
Result: O

1 begin
2 Initialize t � 1, On

0 ∼ P�O�;
3

Initialize O ≔
1

N

XN
n�1

ON
0 ;

4 while h > 0 do

5 P�χtjOn
t−1� ≔ N �χt; μt; αVt−1�; ωn

t ≔ P�χtjOn
t−1�;

6
Neff ≔

1P
N
n�1 �ωN

t �2
;

7
if Neff ≤

N

2
then

8 fOtgN ≔ resampling;
9 fωtgN ≔

1

N
;

10 else
11 On

t ≔ On
t−1;

12 end
13 O ≔

P
N
n�1 ω

n
t O

n
t ;

14 α ≔ e−γt; t ≔ t� 1;
15 Update the reference trajectory;
16 Read rt and χt;
17 end
18 end
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Fig. 5 Quasi-spiral trajectory above the plume area of Enceladus. Trajectory segments are distinguished by different colors.

Table 1 Maneuver summary of the quasi-spiral trajectory with duration from release, waypoint positions
and altitudes, penetrator velocity at waypoints, ΔV costs, and fuel consumption

Waypoint number Waypoint position (km) Waypoint velocity (m ⋅ s−1) Altitude (km) ΔV (m ⋅ s−1) Fuel used (kg)

1 (42; 42;−456) (32;−75; 0) 208 81.76 0
2 (60; 0;−450.4) (−49;−93; 19.6) 206 81.19 0.50
3 (39;−39;−439) (−105;−30; 34) 194 82.67 0.48
4 (0;−50;−423.4) (−101.6; 56; 49) 178 85.58 0.48
5 (−32;−32;−406) (−31.5; 124; 62) 160 96.39 0.48
6 (−40; 0;−388) (67, 113, 74) 142 98.51 0.53
7 (−25; 25;−371) (97, 20, 85) 124 97.22 0.52
8 (0; 30;−347) (119;−79; 99) 100 100.49 0.49
9 (18; 18;−331) (11;−92; 109) 84 109.15 0.49
10 (20; 0;−309) (−76;−86; 122) 61 85.72 0.52
11 (10;−10;−292) (−91; 5.6; 132) 45 92.47 0.39
12 (0;−10;−277) (−33; 59.5; 142) 29 78.95 0.41
13 (−4;−4;−261) (43, 43, 152) 13 77.78 0.34
14 (−1;−1;−251) (43, 43, 159) 0.1 20.51 0.33
Target (0, 0, −248) (0, 0, 162) 0 85.15 0.25
Summary 1228.4 6.22

The waypoint positions and velocities are referred to inertial coordinates.

Fig. 6 Horizontal estimations of the particle-filter-based method, including estimations and errors in x and y directions.
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basedmethod. Therefore, pOSL reduces the overfitting caused by the
likelihood function while enabling the penetrator to locate the plume
source in a large lateral search area of 90°.
The employment of Monte Carlo targeting with 1000 runs using a

residual from [34] and observation noises (Γ � 2 or 5) are shown in
the first row of Fig. 8. The average and the l2 norm of targeting error
are listed in the first two columns of Table 2. The l2 norm of
estimation error is 0.19 m when Γ � 5 and 0.12 m when Γ � 2,
which is extremely small compared with the search area. By imple-
menting pOSL algorithm, the error of source localization is reduced
from 416.66m at the beginning of the descent to 0.12 ∼ 0.19 m at the
impact. This reveals that the proposed algorithm permits accurate
targeting of the plume source, even when the prior knowledge about
the source location is inaccurate.

The following simulation demonstrates that the introduction of
the covariance decay method improves the estimation accuracy. The
second row of Fig. 8 and the last two columns of Table 2 show 1000
runs Monte Carlo targeting with a decay rate γ � 0.01. The l2 norm
of target error is reduced by 40.8% when Γ � 2 and 27.2% when
Γ � 5. The accuracy of targeting is improved after introducing the
proposed learning rate, which demonstrates the effectiveness of the
covariance decay method.

C. Online Simulation

Assuming that the prior guess of the source is (1, 1, 0) km, 300 runs
Monte Carlo targeting with online plume source localization via
pOSL are shown in the first column of Fig. 9. The penetrator updates
the remaining waypoint positions based on the estimated source

Fig. 8 Offline Monte Carlo simulation considering different observation noise (Γ � 2.5 or 5) and different learning rate (γ � 0 or 0.01).

Table 2 Simulation results of the offline algorithm under different observation
noise (Γ � 2 or 5) and different decay rates (γ � 0 or 0.01) of the learning rate

Parameter Γ � 2; γ � 0 Γ � 5; γ � 0 Γ � 2; γ � 0.01 Γ � 5; γ � 0.01

Average of landing sites �−0.005;−0.01� [−0.02, 0.009] [0.001, 0.008] �−0.01;−0.003�
l2 of landing sites 0.19 0.12 0.11 0.08

Fig. 7 Estimation trajectories of pOSL in the horizontal plane, including estimations and errors in x and y directions.
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location during the descent. ManeuverΔV costs are listed in the first
row of Table 3. The average ΔV cost of the Monte Carlo targeting is
1314.14 m ⋅ s−1 with a covariance of 0.004. Compared with the
baseline in which the plume source is known a priori, the additional
ΔV is ∼85.75 m ⋅ s−1, implying that the penetrator only imposes a
6.98% ΔV increase to eliminate the estimation error of the source
location. Only the first three waypoints have significant ΔV discrep-
ancy, yet the remaining waypoints have almost the same ΔV costs
compared with the baseline Table 1. This illustrates that pOSL could
locate the plume source position very fast.
We now input a Gaussian noiseN �420; 500� into the initial state of

the descent and a uniform noise U�−5; 15� km into the prior guess of
the source location. The trajectory ΔV costs and impact sites of 500
runs ofMonteCarlo targeting are shown in the secondcolumnofFig. 9
and the second row of Table 3, respectively. After the second way-
point, the simulation trajectories almost overlap with the reference,
implying that the pOSL algorithm converges to the source localization
very fast even with different initial states. This demonstrates that the
pOSL algorithm could eliminate the observation noise and systemic
noise effectively. Thus the proposed algorithm enables the penetrator
to map the plume autonomously and target it source accurately.
Figure 10 shows the top view and the lateral view of the decent

trajectory guided by pOSL in the concentration field. The penetrator

explores the plume environment through a lateral quasi-spiral trajec-
tory, and locates the source via pOSL autonomously during the
descent; this represents a biomimetic plume sniffing behavior.

V. Conclusions

To investigate the potential astrobiological environment of Encela-
dus, this paper proposes a method that enables a lander to map the
plume and locate its vent autonomously during the descent even
when the prior knowledge about the source location is inaccurate.
By defining the observation value as the latent variable, the proposed
algorithm evaluates the observation likelihood distribution via the
posteriormaximizationmethod instead of the likelihoodmaximization
method that eliminates the deficiencies of traditional algorithms. The
proposedmethodalsopermits accurate targeting of theplumeventwith
a linear computational complexity and modest ΔV costs. In the case
of resource-constrained penetrators that employ limited computational
hardware capacity, this is a crucial issue. This approach, although
discussed in terms of a penetrator mission, is directly applicable to
any life-detection mission to Enceladus. The proposed method also
offers the best chance for targeting the plume vent source to maximize
access to pristine samples from the subsurface ocean for astrobiolog-
ical investigation.

Table 3 Summary of both fixed initial state and random initial, showing the mean values
of target error, the covariances of target error, the mean values of ΔV, and the covariances of ΔV

Scenario Average target error (m) l2 of target error Average ΔV �m ⋅ s−1� l2 of ΔV

Fixed initial states [−0.018, 0.009] 0.14 1314.14 0.004
Random initial states [0.07, 0.008] 0.16 1294.58 293.03

Fig. 9 Monte Carlo targeting of online plume source localization with no initial state noise (the left column) and an initial state noise of N �420; 500�
(the right column), showing the lateral trajectory, target sites, and maneuver ΔV.
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