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Enhancing QoE-Aware Wireless Edge Caching With
Software-Defined Wireless Networks

Chengchao Liang, Ying He, F. Richard Yu, Senior Member, IEEE, and Nan Zhao, Senior Member, IEEE

Abstract— Software-defined networking and in-network
caching are promising technologies in the next generation
wireless networks. In this paper, we propose enhancing the
quality of experience (QoE)-aware wireless edge caching
with bandwidth provisioning in software-defined wireless
networks (SDWNs). Specifically, we design a novel mechanism to
jointly provide proactive caching, bandwidth provisioning, and
adaptive video streaming. The caches are requested to retrieve
data in advance dynamically according to the behaviors of users,
the current traffic, and the resource status. Then, we formulate
a novel optimization problem regarding the QoE-aware
bandwidth provisioning in SDWNs with jointly considering
in-network caching strategy. The caching problem is decoupled
from the bandwidth provisioning problem by deploying
the dual-decomposition method. Additionally, we relax the
binary variables to real numbers so that those two problems
are formulated as a linear problem and a convex problem,
respectively, which can be solved efficiently. Simulation results
are presented to show that the latency is decreased and the
utilization of caches is improved in the proposed scheme.

Index Terms— Software defined wireless networks, wireless
edge caching, bandwidth provisioning, quality of experience,
dual-decomposition.

I. INTRODUCTION

ACCORDING to [1], global mobile data traffic will
increase nearly sevenfold from 2016 to 2021 and 55 per-

cent of them will be video. Moreover, another prominent
feature of next generation wireless networks would be the full
support of software-defined networking (SDN) [2] design in
wireless networks [3]. These trends enforce the optimization
of wireless networks to jointly consider the improvement
of quality of experience (QoE) for video services and the
integration of SDN. New networking technologies in wireless
networks, such as Heterogeneous Networks (HetNets) [4], [5],
software-defined wireless networks (SDWNs) [6] and wireless
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edge caching (WEC) [7], [8] that are arising to solve these
changes, have been proposed and studied recently.

Generally speaking, SDWNs can enable the reduction of
complexity and cost of networks, equip programmability into
wireless networks, accelerate evolution of networks, and even
further catalyze fundamental changes in the mobile ecosys-
tem [3]. The success of the SDWN will depend critically on
our ability to jointly provision the backhaul and radio access
networks (RANs) [9].

WEC, as an extension of in-network caching that can
efficiently reduce the duplicate content transmission [10], has
shown that access delays, traffic loads, and network costs
can be potentially reduced by caching contents in wireless
networks [11]. To successfully combine caching and wireless
networks, significant works (e.g., [12], [13]) have been done
concerning utilizing and placing contents in the caches of base
stations (BSs).

As the QoE of streaming video services mainly
includes video resolutions, buffering delays and stalling
events [14], [15], the SDWN (e.g., provision QoS [16]) and
wireless edge caching (e.g., reduce delay [17]) appear as
promising candidates to enhance QoE. However, to the best of
our knowledge, QoE-aware joint optimization of the network
and cache resources in SDWNs has been largely ignored
in the existing research. Unfortunately, the combination of
those issues are not straightforward, as several challenges are
induced by this joint optimization observed as follows. First,
bandwidth provisioning in SDWNs should be content-aware,
which means it should assign network resources to users
based on the caching status and the improvement of the QoE.
Second, to enhance the hitting ratio of caches (utilization),
caching strategies should be proactive according to the current
traffic and resource status, behaviors of users, as well as
the requirements of the QoE. Third, since video SDN flows
from service providers usually have minimum requirements,
the overall QoE performance of the network needs to be
guaranteed.

Thus, to address those issues, in this paper, we propose to
jointly optimize QoE of video streaming, bandwidth provision-
ing and caching strategies in SDWNs with limited network
resources and QoE requirements. The distinctive technical
features of this paper are listed as follows:
• To decrease the content delivery latency and improve the

utilization of the network resources and caches, we design
a novel mechanism to jointly provide proactive caching,
bandwidth provisioning and adaptive video streaming.
BSs are requested to retrieve data in advance dynamically
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according to the behaviors of users, the current traffic and
the resource status.

• To cope with the limited resources and the quality of
service requirements, we formulate a novel optimization
problem regarding the QoE-aware bandwidth
provisioning in SDWNs with jointly considering
in-network caching strategy.

• The caching problem is decoupled from the band-
width provisioning problem by deploying the dual-
decomposition method. Additionally, we relax the binary
variables to real numbers so that those two problems are
formulated as a linear problem and a convex problem,
respectively, which can be solved efficiently.

• Algorithms are proposed to achieve the sub-optimum
solution by solving the relaxed problem and utilizing
a rounding up method to recover relaxed variables to
binary.

The rest of this paper is organized as follows. Section III
introduces the system model and formulate the proposed
problem. Section IV presents two proposed algorithms and
the corresponding analysis. Simulation results are discussed
in Section V. Finally, we conclude this study in Section VI.

II. RELATED WORKS

Bandwidth provisioning (flow control) of SDWNs is studied
in [16] and [18] through traffic engineering. The authors
of [18] propose a multi-path traffic engineering formulation
for downlink transmission considering both backhaul and radio
access constraints. Moreover, the link buffer status is used as
feedback to assist the adjustment of flow allocation. Based
on [18], the authors of [16] extend flow control of SDWNs
to real-time video traffic specifically. This research proposes
an online method to estimate the effective rate of video
flows dynamically. Min flow rate maximization of SDWNs
is investigated in [9] with jointly considering flow control
and physical layer interference management problem using
weighted-minimum mean square error algorithm.

In the line of caching at mobile networks, the authors
of [19] formulate a delay minimization problem by optimally
caching contents at the SBS. This research firstly clusters
users with similar content and then deploys a reinforce-
ment learning algorithm to optimize its caching strategy
accordingly. Reference [20] proposes a scheme that BSs
opportunistically employ cooperative multiple-input multiple-
output (Coop-MIMO) transmission by caching a portion of
files so that MIMO cooperation gain can be achieved without
payload backhaul, while [13] and [21] propose to utilize
caching for releasing part of fronthaul in C-RAN. Unfortu-
nately, the research does not take the real-time mobile network
and traffic status into account. In [22], the proposed cache
allocation policy considers both the backhaul consumption of
small BSs (SBSs) and local storage constraints. The authors
of [23] introduce in-network caching into SDWNs to reduce
the latency of backhaul, but cache strategies are ignored in
this study. Reference [24] introduces dynamic caching into BS
selection from the aspect of energy saving. In [25], dynamic
caching is proposed to consider the mobility of users, but it

focuses more on the cache resource and relationship between
nodes. Network resources, such as the backhaul capacity and
spectrum, are not discussed in this research.

Video quality adaptation with radio resource allocation in
mobile networks (especially, long term evolution (LTE)) is
studied in a number of studies. The authors of [26] provide
a comprehensive survey on quality of experience of HTTP
adaptive streaming. Joint optimization of video streaming and
in-network caching in HetNets can be traced back to [17].
This research suggests that SBSs form a wireless distributed
caching network that can efficiently transmit video files to
users. Meanwhile, Ahlehagh and Dey [27] take the backhaul
and the radio resource into account to realize video-aware
caching strategies in RANs for the assurance of maximizing
the number of concurrent video sessions. The authors of [28]
move the attention of in-network video caching to the core net-
works, instead of RANs, of LTE. To utilize new technologies
in next generation networks, [29] studies the quality of video in
next generation networks. Reference [14] conducts a compre-
hensive research that investigates opportunities and challenges
of combining the advantages of adaptive bit rate and RAN
caching to increase the video capacity and QoE of wireless
networks. Another research combining the caching and video
service is [30], where collaborative caching is studied with
jointly considering scalable video coding. However, RAN and
overall video quality requirements are not considered.

III. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we present the system model of the HetNet,
dynamic caching, service QoE and related assumptions. The
notations that will be used in the rest of this paper are
summarized in Table I.

A. Network Model

1) Wireless Communication Model: In this paper, we con-
sider the downlink transmission case in a software-defined
HetNet comprised of a set J of cache-enabled BSs, such
as macro BSs (MBSs) and small BSs (SBSs). The area
covered by SBSs is overlapped with where covered by MBSs.
A central SDN controller is deployed to control the network
including caching strategies and bandwidth provisioning. BSs
connect to the CN through wired backhaul links with fixed
capacities (e.g., bps). A content server is physically located
at a core router (content delivery networks) in the CN or the
source server. Moreover, as shown in Fig. 1, some BSs (e.g.,
SBSs) connect to the CN through MBSs. Without loss of
generality, each BSs may have multiple links to be connected
in the network (e.g., SBS 3 in Fig. 1). We use link indicator
al j to denote the link status between BS l and BS j . al j = 1
means BS l is the next hop of BS j with a fixed link capacity
Rmax

l j (bps); otherwise al j = 0. Since it is the downlink case,
al j = 1 implies a jl = 0. Specially, we use j = 0 to indicate
the CN. Let r f

l j ∈ R
+ denote the provisioning bandwidth of

BS j for its next hop BS l through wired backhaul links.
f in the superscript is used to denote forwarding. Following
constraints (backhaul limitation) need to hold

r f
l j ≤ Rmax

l j , ∀ j, l ∈ J . (1)
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TABLE I

NOTATIONS

Fig. 1. Network architecture of the cache-enabled SDWN.

Let I j denote the set of users served by BS j and
each user i requests a video flow with certain data rate
requirements. The set I := I1 ∪ . . . ∪ I j of users means
the total users set. To enforce single association, we let
I1 ∩ I j = ∅ and any user is served by the BS that provides

the best spectrum efficiency (SE). Association schemes are
well-studied in heterogeneous wireless networks [31], [32].
In this paper, to simplify our analysis, we do not consider
any advanced interference management and power allocation
schemes. We assume that the spectrum used by different users
within one BS is orthogonal, which means there is no intra-
cell interference between users associated with the same BS.
This is similar to a system of frequency-division multiple
access, such as LTE. The spectrum reuse factor for all cells is
one (overlaid), which means inter-cell downlink interference is
considered. A fixed equal power allocation mechanism is used,
where the normalized transmit power on BS j is p j Watts/Hz
regardless of positions and allocated spectral of users.

If i ∈ I j , the signal-to-interference plus noise ratio (SINR)
γi j can be determined by

γi j = gi j p j

σ0 +∑
l,l �= j gil pl

(2)

where gi j is the channel gain between user i and BS j includ-
ing large-scale pathloss and shadowing, σ0 is the power spec-
trum density of additive white Gaussian noise and

∑
l,l �= j gil pl

is the aggregated received interference. As the small-scale
fading varies much faster than caching and bandwidth provi-
sioning, small-scale fading is not considered when evaluating
the SINR. Therefore, the SINR calculated by (2) can be
considered as an average SINR. Moreover, in this paper, as we
mainly consider the benefits from dynamic caching and flow-
level scheduling, radio resource allocation is not considered,
which leads to the formulation where small-cale fading is
ignored. However, small-scale fading can have effects on the
SINR if the caching process is comparably fast. Thus, if small-
cale fading is considered, the network link capacity (e.g., γi j )
can be modeled as random variables, which leads a stochastic
optimization problem. The scheme in [33] can provide a
suitable solution to this problem.

Accordingly, by using Shannon bound to get SE �i j =
log

(
1+ γi j

)
, the provisioning (achievable) radio access data

rate ra
i j ∈ R

+ for user i with BS j can be calculated as:

ra
i j = wi j log

(
1+ γi j

)
(3)

where wi j (Hz) is available spectrum bandwidth of BS j
allocated to user i . a in the superscript is used to denote
air interface. Since the spectrum bandwidth of each BS j is
limited by W j , the following constraints have to hold

∑

i∈I j

r a
i j

�i j
≤ W j , ∀ j ∈ J . (4)

2) Proactive Wireless Edge Caching Model: To improve
the caching performance, BSs can proactive cache contents
that may be requested users. The probability that a cached
content in BS j will be used by user i is assumed to be πi j .
In practice, πi j depends on the user mobility pattern [34]
(current location, moving velocity and direction, and unpre-
dictable factors) and the popularity of the content [25]. The
research about the behaviors of users has attracted great
interests from both academia and industry [35]. Necessary
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information for processing prediction can come from real-
time data (e.g., UEs and RANs) and historical data (e.g., users
database). Fortunately, the improvement of machine learning
and big data technologies can help the management and the
control of mobile networks [36], [37]. By using those advanced
techniques, the network is able to have a deeper view of the
traffic and the coverage from the huge volume of historical
data, which may help the network to enhance the accuracy of
the prediction. It should be noted that the calculation of this
probability is beyond the research of this paper and we assume
that πi j is known in advanced by the SDWN controller (before
each scheduling circle starts). To evaluate the effect of πi j ,
we test our performance with two different πi j setups in the
simulation. Let us use Iπ

j to denote the potential set of users
that may be probably served by BS j , which can be formally
defined as Iπ

j := {i | πi j �= 0, i ∈ I}.
In this proposed scheme, we assume the total number of

content is C stored at the content server (cloud centers or the
Internet source) and each content has the normalized size
of 1. This assumption is reasonable because we can slice
the video content into chunks with the same length. Our
BSs are assumed to be cache-enabled, so there is a physical
cache at each BS j with capacity C j . As any BS only has
limited storage capability, C j is much smaller than cloud
center (C j � C,∀ j ) and the cache placement decision is made
by the SDN controller. We assume that the SDN controller
knows all the information about content retrieving requests
from users and cache placement status of all BSs. Let us use
a binary parameter hi j to denote a hitting event between user i
and BS j . hi j = 1 means the content requested by user i can be
found at BS j and hi j = 0 means opposite. According to the
control signaling by the SDN controller, contents are pulled
actively by BSs through wired backhaul links, an example
shown in Section IV-E.

Denote ci j ∈ {0, 1} to be the binary decision variable used to
control whether the content i (potentially requested by user i )
is going to be placed at BS j or not. The bandwidth required
to cache the content requested by i is pre-defined as rc

i (bps)
that is fixed. Hence, the provisioned bandwidth for caching in
BS j is

∑
i∈Iπ

j
ci j r c

i . Note duplicated caching is avoided as
the SDN controller knows the cached contents of every BS.
In other words, if the content has been cached in BS j , it is
unnecessary to cache again, namely ci j = 0 if hi j = 1. Since
each BS j has limited cache space, constraints should hold to
ensure caching strategy is limited in the empty space of the
cache of each access BS j .

∑

i∈Iπ
j

ci j ≤ C j , ∀ j ∈ J . (5)

3) Video QoE Model: In this paper, to specify the network
performance for video services, we use a novel video expe-
rience evaluation method called mobile video mean-opinion-
score (MV-MOS) proposed in [38] to model the network
utility. MV-MOS is a more advanced measurement of the
video quality based on the well-known video mean opinion
score (vMOS), and it can adapt to the evolution of video
resolutions. We assume the q-th resolution of any video
requires a data rate vq (bps) and gains a MV-MOS sq (from

1 to 6). For example, [38] points out that 4k video average
requires 25Mbps data rate and can be quantified to a MV-
MOS 4.9 out of 5. Practically, vq depends on video coding
schemes and the video content, which are varying with time.
Nevertheless, since the purpose of our paper is to maximize the
wireless network performance dynamically instead of video
services, we assume the required data rate is a fixed value vq

over research time for all streams.
We define xiq as the resolution indicator of user i and Q is

the highest resolution level. Specifically, if the q-th resolution
of the video is selected by user i , xiq = 1; otherwise, xiq = 0.
Thus, for any user i , the experienced MV-MOS is

∑
q xiq sq

and the required data rate is
∑

q xiqvq . Since users only can
select one level of resolution at the same time, following
constraints should hold:

Q∑

q=1

xiq = 1, ∀i ∈ I (6)

Moreover, to guarantee the video service QoE of the overall
network, we should guarantee the overall average MV-MOS
higher an acceptable value S0, namely,

1

I

∑

i∈I

Q∑

q=1

sq xiq ≥ S0. (7)

Usually, the S0 is provided by service providers or network
operators to control the overall performance of a certain
area.

In [14] and [15], the authors point out that the stalling (video
interruption) degrades users experience more severe even
compared to initial latency because it disrupts the smoothness
of streaming videos. It happens when the buffer biq (bits) is
exhausted, lower than a threshold b0. In order to avoid this
“annoy” factor, in this paper, we request the wireless network
to maintain the buffer higher than a threshold b0 (bits) at
user devices buffer, so that the user can get smooth streaming
video experience. This proactive buffer management that sends
feedback the buffer status of users to the network has been
proposed in the existing studies [16], [39], [40]. To maintain
b0 of video, for any user i , it should follow constraints

δ
∑

j∈J

ra
i j +

Q∑

q=1

xiqbiq − δ

Q∑

q=1

xiqvq ≥ b0, ∀i ∈ I (8)

where δ is a predefined time window unit in second. Every
δ seconds, the system adaptively selects the resolution of the
demanded video based on buffer status biq and available data
rate

∑
j∈J ra

i j . (8) means that the amount of downloaded data
and buffered data must support to playback average δ (s) and
maintain at least b0 buffer.

B. Problem Formulation

In this subsection, an optimization problem maximizing
the gains from wireless edge caching constrained by physical
resource and service QoE is proposed.

The purpose of this study is to improve the overall wireless
edge caching performance by considering caching strategies,



6916 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 16, NO. 10, OCTOBER 2017

network status and QoE provisioning, so it has to choose an
appropriate network utility function U . Firstly, the caching
utilization should be represented by different metrics (e.g.,
alleviated backhaul, delay reduction, and reduced network
costs). Secondly, as this study is QoE-aware where the delay is
one of the most important metrics, we chose delay reduction1

d j (seconds) as the gain of caching at the wireless edge [17].
Thus, shown as following, we define a logarithm-based objec-
tive function as the utility function, which is equivalent to the
proportional fairness scheme in a long term view [41]:

U(c) =
∑

j∈J

log

⎛

⎜
⎝
∑

i∈Iπ
j

πi j h̄i j ci j d j + ι

⎞

⎟
⎠ (9)

where h̄i j = 1 − hi j and ι ≥ 1 is consistences to guarantee
U(c) does not fall into negative infinity.2 The product of h̄i j

and ci j enforces ci j to be different from hi j if hi j = 1, which
is equivalent to the case that duplicated caching is avoided.
The probability πi j can be interpreted as a weighted factor
that represents the success of caching. Therefore, πi j h̄i j d j

can be considered as the expected reduced backhaul latency,
if ci j = 1. To lighten the notations, we let Hij = πi j h̄i j d j .
We select a logarithm-based objective function due to follow-
ing features that are perceived [41]:

• Component-wise monotonic increase brings that larger
caching gain yields larger utility;

• Convexity can guarantee the convergence and efficiency
of the algorithm;

• Fairness-awareness gives a desired balance between the
overall network and the single user.

To utilize the physical resource efficiently, the total pro-
visioned bandwidth of flows going out BS j should be less
than the total bandwidth of flows coming into the correspond-
ing BS. Otherwise, allocated spectrum or backhaul links will
be left unused. The flow conservation constraint for BS j can
be written as

forwarding
︷ ︸︸ ︷∑

l∈J

al j r
f

l j +
radio

︷ ︸︸ ︷∑

i∈I j

h̄i j r
a
i j +

caching
︷ ︸︸ ︷∑

i∈Iπ
j

ci j r
c
i

︸ ︷︷ ︸
out flows

≤
∑

l∈J∪0

a jlr
f
j l

︸ ︷︷ ︸
in flows

, ∀ j ∈ J .

(10)

The first term of left (10) is all reserved bandwidth for flows
forwarded to next hop BSs. The second term is the summation
of all provisioned bandwidth for bearing users’ radio access
flows. Obviously, if h̄i j = 0 that means we can find existing
data (cached in previously caching circles) on BS j for user i
so that the backhaul consumption is avoided. The third term
is all caching flows. Obviously, the provisioned (reserved)
bandwidth of these three kinds of flows cannot be larger than
the reserved backhaul bandwidth for this BSs. If h̄i j = 0,
it is reserved for two kinds of flows (caching and forwarding).

1We use the average backhaul downlink latency as the measurement value.
2When either Iπ

j = ∅ or πi j h̄i j = 0, ∀i ∈ Iπ
j , the objective function may

result in an infeasible problem.

The right term of (10) can be as a dynamic backhaul link
capacity of BS j .

Thus, given the objective function, and constraints, we can
define the joint flow bandwidth provisioning and wireless edge
cache placement problem P0 as follows:

P0 : max
ra ,r f ∈R+
c,x∈{0,1}

U (11a)

s.t . (1), (4), (5), (6), (7), (8), (10) (11b)

Unfortunately, problem (11), however, is difficult to be solved
and implemented based on the following observations:

• The mix integer variables result in the problem a mix-
integer non-linear problem (MINLP) that generally is
NP-hard and intractable in scheduling [42];

• The complexity of solving (11) by using greedy or genetic
methods will increase significantly with the increase of
the number of users and (or) BSs. In future cellular
networks, the density and number of small cells will rise
significantly so that the size of variables will become very
large;

• Cache indicators and flows bandwidth are decided by
different layers and perform in different time scales.

IV. JOINT BANDWIDTH PROVISIONING AND WIRELESS

EDGE CACHING WITH QOE

In this section, an algorithm is proposed to solve the
problem P0 in (11). As those integer variables block us to
find a traceable algorithm, we firstly relax binary variables
ci j and xiq to real numbers variables c̃i j and x̃iq bounded by
[0, 1] so that the domain of variables is a convex set. This
relaxation is a common way to deal with binary variables
in wireless networks [30], [32], [41], [43]. From a long
term view, we can interpret this kind of relaxations as a
partial allocation or average time sharing portion. For example,
a partial caching indicator c̃i j or resolution x̃iq means the
portion of time when BS j indicate cache to user i or when
users i selects the resolution level q , respectively. Moreover,
by solving the relaxing binary variables, the upper bound of
the proposed can be achieved. We evaluate the gap between
this upper bound and the final solution in our simulation.

After relaxing binary variables, it is clear that the feasible
set of the revised problem (11) is a convex set because all con-
straints are linear constraints and variables domain is a convex
set. Since the log-based objective function is a strict concave
function regarding to c̃i j , the problem (11) is transfered to
a convex problem P̃0 that can be solved effectively without
effort by using general solvers. In the remaining subsections,
we will present an algorithm based on dual-decomposition to
solve the relaxed problem P̃0 and recover relaxed variables
back to binaries.

A. Proposed Caching Decoupling via Dual Decomposition

This study aims to adaptively replace content in caches of
BSs while optimize the bandwidth provisioning and the video
resolution selection. Observed from the problem P0, we can
consider that we use the spare backhaul bandwidth to cache
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content to BSs before users actually served (or potentially
continued being served) with those BSs (or actually request
the content) and select a best video resolution for each user
based on allocated achievable data rate. Moreover, caches and
bandwidth are actually belonging to different layers of the
network. Usually, flow bandwidth is restricted by physical
resources (provisioned by media access control layer), and
xiq depends on the achievable data rate. Joint optimizations
of video rate and flow bandwidth are studied in cross-layer
design schemes [44]. Differently, in-network cache is placed at
the network layer or even higher layer. In addition, scheduling
of the caching can be acting in a longer time period compared
to flow scheduling. Fortunately, constraints coupling cache and
bandwidth are only (10).

Thus, those features of P0 motivate us to adopt dual-
decomposition method so that the caching problem can be
separated from the bandwidth provisioning and the resolution
selection. We form the partial Lagrangian function for the
problem P̃0 by introducing the dual variables (backhaul prices)
{λ j } for constraints (10). Then, the partial Lagrangian function
can be shown as:

G(λ) =
∑

j∈J

log

⎛

⎜
⎝
∑

i∈Iπ
j

Hi j c̃i j + ι

⎞

⎟
⎠−

∑

j∈J

λ j

∑

i∈Iπ
j

c̃i j r
c
i

−
∑

j∈J

λ j

⎛

⎝
∑

l∈J

al j r
f

l j+
∑

i∈I j

h̄i j r
a
i j−

∑

l∈J∪0

a jlr
f
j l

⎞

⎠ (12)

The dual problem (DP) is thus:

DP : min
λ∈R+

G(λ) = fc(λ)+ fr,x (λ) (13)

where

fc(λ) = arg max
c∈[0,1]

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

∑

j∈J

log

⎛

⎜
⎝
∑

i∈Iπ
j

Hi j c̃i j + ι

⎞

⎟
⎠

−
∑

j∈J

λ j

∑

i∈Iπ
j

c̃i j r
c
i ,

s.t. (5)

⎫
⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

(14)

and

fr,x (λ) = arg max
ra ,r f ∈R+

x∈[0,1]

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

∑

l∈J∪0

∑

j∈J

λ j a j lr
f
j l−

∑

j∈J

λ j

⎛

⎝
∑

l∈J

al j r
f

l j +
∑

i∈I j

h̄i j r
a
i j

⎞

⎠ ,

s.t. (1), (4), (6), (7), (8)

⎫
⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎭

(15)

Let us introduce a parameter zn called extra bandwidth for
each BS j shown as:

z j =
∑

l∈J∪0

a jlr
f
j l −

∑

i∈Iπ
j

c̃i j r
c
i −

∑

l∈J

al j r
f

l j −
∑

i∈I j

h̄i j r
a
i j .

(16)

According to dual decomposition [45], a subgradient of G(λ)
is z = [z1, . . . , z j ]T , we thus can update λ based on:

λ[k+1] = λ[k] − α
[k]
λ z[k], (17)

where α[k]λ is the step length at the iteration step [k].

B. Upper Bound Approach to Solving (14)

In this part, a low complexity algorithm is proposed to solve
the problem (14) so that the upper bound can be achieved.
Firstly, to make our expression more compact, we define
yi j = λ j r c

i that can be interpreted as the backhaul bandwidth
cost of caching. Observe that fc(λ) can be further decoupled
to each BS j , thus we focus on solving (14) for one BS.
Let μ j ≥ 0,∀ j ∈ J and νi j ≥ 0,∀ j ∈ J,∀i ∈ Iπ

j be the
dual variables associated with constraints (5) and c̃i j ≤ 1 of
the problem given in (14), respectively. Then, the Lagrangian
of (14) can be expressed as

L j (c̃, μ, ν) = log

⎛

⎜
⎝
∑

i∈Iπ
j

Hi j c̃i j + ι

⎞

⎟
⎠−

∑

i∈Iπ
j

νi j
(
c̃i j − 1

)

−
∑

i∈Iπ
j

yi j c̃i j − μ j

⎛

⎜
⎝
∑

i∈Iπ
j

c̃i j − Sj

⎞

⎟
⎠

= log

⎛

⎜
⎝
∑

i∈Iπ
j

Hi j c̃i j + ι

⎞

⎟
⎠

−
∑

i∈Iπ
j

(
yi j + μ j + νi j

)
c̃i j + μ j S j +

∑

i∈Iπ
j

νi j

(18)

It is noted that L j (c̃, μ, ν) is a continuous and dif-
ferentiable function of c̃i j , μ j , and νi j . By differentiat-
ing L j (c̃, μ, ν) with respective to c̃i j , we can have the
Karush-Kuhn-Tucker (KKT) conditions as

∂L j

∂ c̃i j
= Hij

(∑
i∈Iπ

j
Hi j c̃i j+ι

) − (
yi j+μ j+νi j

)≤0, ∀i ∈ Iπ
j

(19)

c̃i j

⎡

⎣
Hij

(∑
i∈Iπ

j
Hi j c̃i j+ι

) − (
yi j+μ j+νi j

)
⎤

⎦=0, ∀i ∈ Iπ
j

(20)

μ j

⎛

⎜
⎝
∑

i∈Iπ
j

c̃i j − Sj

⎞

⎟
⎠=0, ∀i ∈ Iπ

j (21)

νi j
(
c̃i j − 1

)=0, ∀i ∈ Iπ
j (22)

From (19) and (20), we obtain an optimal cache allocation for
fixed Lagrange multipliers as

c̃i j =
[

1
(
yi j + μ j + νi j

) − ι+∑
i ′ �=i Hi ′ j c̃i ′ j

Hi j

]+
, (23)
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Algorithm 1 Upper Bound Algorithm of the Wireless Edge
Caching

Input: Backhaul price {λ j } and caching gain {Hij }
Output: Relaxed cache placement strategy {c̃i j }

1 begin Sovling problem (14)
2 Set prescribed accuracy ζ and maximum number of

iteration steps T ;
3 μ j ← μ[0]j ,∀ j ; νi j ← ν[0]i j ,∀i, j ; // set

initial dual variables
4 t ← 1;// interation step indicator
5 while ζ is not reached && t ≤ T do
6 Update c̃[t+1]

i j according to (23);

7 Update μ[t+1]
j according to according to (24);

8 Update ν
[t+1]
i j according to according to (25);

9 t ← t + 1;
10 end
11 end

where [x]+ = max{x, 0}. As Hij = 0 leads[
1

(yi j+μ j+νi j )
− ι+∑i′ �=i Hi′ j c̃i′ j

Hi j

]
→ −∞, c̃i j = 0. In other

words, since Hij = 0, any positive values of c̃i j do not
increase the utility but only waste physical resource instead.
To obtain (23), using a gradient-based search, the updated μ j

value is given by

μ[t+1]
j =

⎡

⎢
⎣μ[t ]j − α[t ]μ

⎛

⎜
⎝
∑

i∈Iπ
j

c̃i j − Sj

⎞

⎟
⎠

⎤

⎥
⎦

+

, (24)

where [t] is the iteration index and α[t ]μ are sufficiently small
step sizes. Similar to νi j ,

ν[t+1]
i j =

[
ν[t ]i j − α[t ]ν

(
c̃i j − 1

)]+
, (25)

where α
[t ]
ν are sufficiently small step sizes. We summarize the

procedure used to get the optimal solution of the problem (14)
in Alg. 1.

The problem (15) obviously is a linear problem that can
be solved effortlessly by general methods (e.g. interior point
method) that are polynomial time algorithms in the worst
case. Moreover, since the problem (15) is similar to the
problem (14), even simpler because of the linear objective
function, we can use the same idea to solve the problem (15).
Limited by the space, we do not give detailed analysis on it.

C. Rounding Methods Based on Marginal Benefits

Recall that we have relaxed the cache placement indicators
ci j and video resolution xiq to real values between zero and
one instead of binary variables. Thus, we have to recover them
to binary values after we get the relaxed solution. The basic
idea of the rounding method is that we select the ‘best’ users
to utilize the caching resource and the ‘highest’ resolution for
users under current resource allocation solution. In this paper,

ci j is recovered to binary based on the corresponding marginal
benefit [32], [46].

Firstly, we calculate the marginal benefits of each user as

c
i j = ∂U/∂ c̃i j = Hij

(∑
i∈Iπ

j
Hi j c̃i j + ι

) . (26)

Then, assuming c̃i j ∈ [0, 1] is the achieved optimum solution,
we can obviously calculate the available number of cache that
can be updated at BS j as

N j = �
∑

i∈Iπ
j

c̃i j �. (27)

where �x� means taking the maximum integer value that is
less than x . In other words, N j means the maximum number
of content segments that can be cached at e BS j during the
scheduling period. N j users can be selected from Iπ

j , whose
c

i j are larger than other users. Formally, we can separate all

users of BS j to two sets I [π,+]
j containing N j = elements

and I [π,−]
j containing the remaining users. I [π,+]

j and I [π,−]
j

have following relationship:

max
i∈I [π,−]

j

c
i j ≤ min

i∈I [π,+]
j

c
i j (28)

Then, the caching indicator ci j can be recovered by

ci j =
{

1 if i ∈ I [π,+]
j ,

0 otherwise,
(29)

The recovering of xiq is easier due to constraints (6).
By assuming ra

i j is the achieved optimum solution, the method
uses following rule:

xiq =
⎧
⎨

⎩

1, if q = arg max
q

sv
q , s.t. vq ≤∑

i∈J ra
i j

0, otherwise.
(30)

(30) is used to find the highest resolution whose required data
rate is lower than the provided data rate.

As the two relaxed subproblems have been solved and
variables are rounded up to binaries, the solution of the original
problem P0 is obtained. A complete description of the overall
proposed scheme is stated in Algorithm 2.

D. Computational Complexity, Convergence and Optimality

As we mentioned above, the problems formulated in (11) is
nonlinear integer optimization problems and is NP-hard with-
out computational efficient algorithms to obtain the optimal
solution [42]. Exhaustive searching method can be used to find
a solution. However, for a dynamic caching SDWN system
with I users and J BSs, the computational complexity of
exhaustive searching method is about O((J + 1)I ) even we
ignore the calculation of spectrum and backhaul allocation,
which is tremendously high and unacceptable for practical
implementation. BnB method or dynamic programming can
be used to solve this problem, but they are computationally
intensive and might not be practical for large-scale problems.

Alg. 1 is a polynomial time algorithm with the computa-
tional complexity of O(I J ). The computational complexity
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Algorithm 2 The Proposed Joint Allocation Algorithm

Input: Wireless network status ({al j } {Rmax
l j } {�i j }),

caching placement ({hi j } {πi j } {C j }), and QoE
parameters ({vq} S0 {biq})

Output: {r f
l j } {ra

i j } {ci j } {xiq }.
1 begin Solve the problem P0
2 Set prescribed accuracy ε and maximum number of

iteration steps K ;
3 λ j ← λ

[0]
j ,∀ j ; // set initial bandwidth

prices
4 k ← 1; // interation step indicator
5 while ε is not reached && k ≤ K do
6 begin bandwidth provisioning and video resolution

selection
7 Update r f

l j , ra
i j and {x̃iq} by solving the

problem (15);
8 Rounding {x̃iq } up to {xiq } according to (30);
9 end

10 begin cache placement
11 Update c̃i j by solving the problem (14);
12 Calculate the marginal benefits and available

cache according to (26) and (27);
13 Form I [π,−]

j and I [π,+]
j based on selecting users

according to (28);
14 Rounding {c̃i j } up to {ci j } according to (29);
15 end
16 Update λ[k+1] according to (17);
17 k← k + 1;
18 end
19 end

of solving the problem (15) is O(max{I, J }J ) leading it
as a polynomial time algorithm as well. The computational
complexity of the proposed dual-decomposition Alg. 2 is
O(max{I, J }J ). The detailed analysis of computational com-
plexity can be found in Appendix. Obviously, our proposed
scheme reduce the computational complexity significantly,
compared to exhaustive searching method.

Since either the inner loop in Alg. 1 or the outer loop in
the proposed algorithm 2 is used to solve a convex problem
which is proved to converge to the exact marginal. However,
the precise conditions and the initial bandwidth prices used
in dual-decomposition are not able to be decided before a
practical implementation. The optimality cannot be guaranteed
since we are solving an NP-hard problem. However, as we can
get the upper bound of the proposed problem, we can use it as
a replacement for the optimal solution to evaluate our proposed
algorithm empirically. Thus, simulation results are used to test
the convergence and the optimality of the proposed algorithm
Fig. 3 in Section V.

E. Implementation Design in SDWNs

To illustrate the utilization of Alg. 2 into SDWNs, we give
an instance presented by a diagram in Fig. 2.

Fig. 2. The flow diagram in the proposed cache-enabled flow control
in SDWNs.

Firstly, as shown in Fig. 2, in the control plane, the SDN
controller updates the network status according to feedbacks
from BSs, then predict the users’ behaviors to calculate {πi j }.
By using this information, the SDN controller calls our
proposed Alg. 2 to calculate the provisioned bandwidth and
caching strategy for each flow i and BS j . After this, the SDN
controller sends the control information to selected BSs and
content source (the cloud center or the public networks).
According to the control information, BSs and other net-
work elements (e.g., potential routers) will update their SDN
forwarding tables and perform resource allocation (e.g., cell
association and scheduling). In the data plane, flows carry-
ing contents requested by users can pass networks elements
selected by the control plane and to users.

V. SIMULATION RESULTS AND DISCUSSIONS

Simulation results are presented in this section to demon-
strate the performance of the proposed scheme. The simulator
is a Matlab-based system level simulator. Monto-Carlo method
is used in the simulations. We run the simulations in an
X86 desktop computer with quad core CPU (Intel Q8400),
4GB RAM, and the OS of Microsoft Windows 7 SP1. The
positions of MBSs and SBSs are fixed. We randomly deploy
users in the covered area in each simulation cycle. Average
values are taken to reduce the randomness effects in the
simulations.

The number of available videos is 100,000, with popularity
following a Zipf distribution with exponent 0.56, follow-
ing [17]. In the simulation, we consider a cellular network
including 57 BSs that cover a 400m-by-400m. 9 BSs are core
BSs (macro cells) that connect to the core network and the
SDN controller directly. The remaining 48 BSs (small cells)
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TABLE II

SIMULATION PARAMETERS

TABLE III

vMOS OF VIDEO RESOLUTIONS [38]

connect to the core networks through these 9 BSs. Besides
those, perfect synchronization is assumed in this paper. SISO
case is considered in our paper, but it is attractive to extend
it to MIMO in the future work. The remaining simulation
parameters are summarized in Table. II. The values with ∗
mean default values. The information on video streams, such
as required data rate and corresponding MV-MOS, are shown
in Table III.

In our simulations, we compare five different schemes:
the no-caching scheme (baseline (no cache)) that delivers
video traffic in wireless networks without caching; the static
caching (baseline) scheme (caches is fixed in the research
period) with considering resource allocation, similar to what
is discussed in [17] and [21], and the proposed dynamic
caching scheme that replaces the caches with considering
resource allocation and video quality selection. Two scenarios
of the content request probability π are tested. One is high
probability ranging at (0.5 − 0.95] and the other is low
probability ranging at (0 − 0.5]. The high probability means
that the user behavior is easier to predict (e.g., watching
popular video and tractable paths) and the low probability
means the user may quickly change the watched video and
wander in the city.

A. Algorithm Performance

Fig. 3 demonstrates the evolution of the proposed dual
decomposition algorithm for different initial values of λ j .
The iteration step k refers to the main loop iteration of
Algorithm 2. At each step we calculate the differences between
obtained utility U [k] and the optimum utility U∗ by solving

Fig. 3. Convergence and optimality of the proposed scheme.

Fig. 4. Average throughput per user with different network loads.

Fig. 5. CDF of round trip delay (backhaul and RAN only) of users.

the relaxed problem (upper bound) P̃0. In most of simulation
instances shown in Fig. 3, we see that the proposed algorithm
converges to a fixed point. It can be observed that the iterative
algorithm converges to the optimal value within ten steps
when λ = 0.05, which means the optimum dynamic caching
strategy and the bandwidth provisioning can be achieved
within a few iterations. However, Fig. 3 also suggests that
some inappropriate initial values of λ may result in a worse
convergence speed. As shown in Fig. 3, its performance can
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Fig. 6. Average mobile network delay with different network setups.

Fig. 7. Average vMoS with different network setups.

approach the upper bound with a slight gap, especially after
ten steps, which embraces a relatively acceptable solution.

To evaluate the throughput of the proposed scheme,
we compare our proposed dynamic caching scheme with
two peers. The first one called Baseline (no SDWN) is the
proposed caching policy stated in [33] and the second called
Baseline (no cache) is the traditional network. As shown
in Fig. 4, both two cases with caching show better performance
than non-caching case. Moreover, by deploying bandwidth
provisioning using SDWN, the proposed scheme shows further
improvements on the throughput per user compared to other
schemes.

B. Network Performance

1) Delay: Transmission delay is the key performance metric
for video streaming in cache-enabled SDWNs. Users may give
up watching the video because of the long waiting time for
video buffering. In this subsection, we evaluate the average
transmission delay performance and the results are shown
in Figs. 5 and 6.

Fig. 5 shows the cumulative distribution function (CDF)
of round trip delay of users with different caching schemes
and prediction accuracy respectively. The CDFs for dynamic
and static caching all improve significantly at delay reduction
compared to no in-network caching case, showing a maxi-
mum 2.5x gain, in both low and high probability settings.

Specifically, the proposed proactive caching boosts the per-
formance of network delay deduction the most when we can
keep caching contents with high probability to be requested.
Almost 50% users experience delay less than 60ms because
their backhaul latency is eliminated by the cache. Moreover,
we can see even with low probability setting, the performance
surpasses the static caching strategy, which implies that the
proposed caching scheme should be deployed no matter the
probability. It should be noted that the flat curves appeared
in CDFs (between 60 ms to 80 ms) due to the elimination of
backhaul latency brought by deploying in-network caching.

Results shown in Fig. 6 compare the average delay per-
formance among different caching schemes and prediction
accuracies. In Fig. 6a and Fig. 6b, note that the average delay
of users can be further reduced by increasing available physical
resource such as available cache space or (and) backhaul band-
width of each BS because more data are going to be cached
when we have more resources. It is observed that the pro-
posed dynamic caching scheme with high probability always
achieves the lowest while the proposed dynamic caching
scheme with low probability is also better than static caching
scheme. However, when the probability is not high, increasing
backhaul resource or cache resources has a tiny effect on
the delay reduction. Moreover, it can be seen in Fig. 6b that
proposed schemes with low probability surpasses the baseline
when the backhaul capacity is larger than 90 Mbps. The
probable reason is that the bottleneck here is behaviors of
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Fig. 8. Average hit ratio with different network setups.

Fig. 9. Average hitting events with different network setups.

users instead of the physical resource. As shown in Fig. 6c,
the increase of users degrades the performance of the network,
because it implies that more physical resources are put to real-
time flows rather than caching data. This results in less hitting
events that can reduce the delay. It is interesting to observe
in Fig. 6c that the increase of traffic load has very little effect
on the cases where no dynamic caching is deployed. The
intuitive reason is that since static caching is independent of
traffic load.

2) QoE Guarantee: In addition to the mean delay, it is also
necessary to analyze the mobile MV-MOS of our proposed
scheme. As shown in Fig. 7a, our proposed scheme satisfies
the QoE requirements. Specifically, by putting more users into
the network, the vMOS requirements are guaranteed even it
has a slight decrease. Obviously, as shown in the other two
figures, the boost of physical resource provides the better
situation where degradation would not happen. Therefore,
as mentioned Section IV-A, the proposed proactive caching
does not undermine the video quality.

C. Utilization

In this subsection, the utilization of caching resource and
backhaul are tested in terms of hitting events, hitting rate and
backhaul load.

1) Caching Resource: The hit ratio is widely adopted as the
performance metric to evaluate the caching mechanisms [7].

Since our first baseline does not consider in-network caching
scheme, consequently, we omit the no-caching scheme in this
subsection and illustrate the average hit ratio of the cached
contents of the other four schemes in our simulations in Fig. 8.
Due to the dynamic caching operations, the proposed scheme
improves the average hit ratio performance by around 30%
compared to the fixed caching scheme when the probability
is high, and by around 10% at most if the probability is
lower. In Fig. 8a, it is observed that the hitting ratio of both
two proposed cases is decreasing with the total number of
users because more users higher the load of backhaul used for
streaming videos.

Another performance measurement metric, total hitting
events, also can be used to evaluate the utilization of cache
resource at each BS. Fig. 9 shows the average total hitting
within one hour per BS. Obviously, our proposed schemes
show better performance than passive caching schemes.
Moreover, with increasing the number of users in the networks,
the total cache hitting of fixed caching is increasing due to
the larger amount of users boosts the opportunities. Besides
network load, with the increase of backhaul capacity of BSs
and the cache capacity of each BS, the average hitting events
increase significantly by deploying the dynamic caching. The
reason is the same as that we mentioned in the analysis of the
delay.

2) Backhaul Resource: In this experience, we compare
the (normalized) backhaul traffic load of video streaming
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Fig. 10. Average backhaul load with different network setups.

with different schemes in Fig. 10 with different parameters.
In Fig. 10, we can see no-caching scheme takes the most back-
haul load while all other four caching schemes can alleviate the
backhaul. Specifically, with varying network status (network
load, backhaul capacity and cache size), dynamic caching
schemes cost more backhaul as they replace the caches more
frequently than fixed caching schemes. Furthermore,the two
caching cases (dynamic and fixed) of high probability save
more backhaul. Apparently, higher number of users leads
higher backhaul load shown in Fig. 10a and more physi-
cal resources give more flexible backhaul pressure. shown
in Fig. 10b and Fig. 10c.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we jointly studied radio resource allocation,
dynamic caching and adaptive video resolution selection for
cache-enabled SDWNs. We proposed a polynomial time algo-
rithm to solve the joint problem. We took the dynamic caching
and adaptive video resolution selection into account of the flow
control problem in SDWNs and formulated a joint problem.
Then, we transferred this problem by relaxation to a convex
problem that can be solved efficiently, and an algorithm was
designed. Simulation results were presented to show that the
performance of our proposed scheme can improve the QoE
in terms of delay and video quality as well as efficiency of
physical resource utilization. Future work is in progress to
consider mobile edge computing in the proposed framework.

APPENDIX

COMPUTATIONAL COMPLEXITY ANALYSIS

The complexity of Alg. 1 can be evaluated as follows.
Firstly, the number of variables is I J and the number of dual
variables is (I + 1)J , thus the elementary steps needed for
calculating c[t+1]

i j , μ
[t+1]
j and ν

[t+1]
i j are (2I + 1)J . Secondly,

the maximum loops of iterations for the calculation are T
loops. Therefore, as other steps in Alg. 1 is independent
from I and J , Alg. 1 runs in polynomial time with the time
complexity of O(T (2I + 1)J ) = O(I J ). Similarly, if Alg. 1
is running in a distributed manner at each BS. The number
of variables and dual variables at each BS are at most I and
(1+ I ) respectively. Thus, the elementary steps for calculation
are (2I + 1), which means the time complexity of each BS
is O(I ).

The complexity for solving the problem (15) can be eval-
uated similarly to the above if we use dual methods (e.g.,
primal-dual interior method). The total number of variables
is QI + I J + J 2 and the number of dual variables is
J 2 + J + I + 1 + I + QI . As a result, the elementary steps
needed for calculating those variables at most are T ′(2QI +
2J 2+ I J+2I+ J+1) where T ′ is them maximum iterations,
which means the time complexity for solving problem (15) is
O(max{I, J }J ) (a polynomial time algorithm).

In Alg. 2, the number of bandwidth prises is J , which means
J steps are needed to update λ j . As we explained above,
the time complexity for updating r f,[k+1]

l j , ra,[k+1]
i j , and x [k+1]

iq

are O(max{I, J }J ) and for c[t+1]
i j are O(I J ), respectively.

Consequently, Alg. 2 obtains the solution with the the time
complexity of O(max{I, J }J ) as the complexities of rounding
{ci j } and {xiq} up are just O(I J ) and O(QI ) (usually Q � J ).
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