
IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 17, NO. 10, OCTOBER 2018 7013

Enhancing Video Rate Adaptation With
Mobile Edge Computing and Caching
in Software-Defined Mobile Networks

Chengchao Liang , Member, IEEE, Ying He , F. Richard Yu , Fellow, IEEE,

and Nan Zhao , Senior Member, IEEE

Abstract— Recent advances in software-defined mobile
networks (SDMNs), in-network caching, and mobile edge
computing (MEC) can have significant effects on video services
in next generation mobile networks. In this paper, we jointly
consider SDMNs, in-network caching, and MEC to enhance the
video service in next generation mobile networks. We use a
new video experience evaluation standard called U-video mean
opinion score (vMOS), which is a more advanced measurement
of the video quality based on the well-known vMOS. With the
objective of maximizing the mean U-vMOS, an optimization
problem is formulated. Due to the coupling of video data
rate, computing resource, and traffic engineering (bandwidth
provisioning and paths selection), the problem becomes
intractable in practice. Thus, we utilize a dual-decomposition
method to decouple those three sets of variables. By this
decoupling, video rate adaptation is performed at users
with network assistants. End nodes can schedule computing
resource independently. Traffic engineering is performed by
the software-defined networking controller and base stations.
Furthermore, to address the challenges of dynamic change
of network status and the drawbacks caused by the frequent
exchange of information, we design a decentralized algorithm
based on alternating direction method of multipliers to solve the
traffic engineering problem. Extensive simulations are conducted
with different system configurations to show the effectiveness of
the proposed scheme.

Index Terms— Video rate adaptation, mobile edge computing,
in-network caching, software-defined mobile networks, traffic
engineering.

I. INTRODUCTION

GLOBAL mobile data traffic will increase nearly eight-
fold from 2015 to 2020, and 75 percent of them

will be video [1]. Thus, the video service is replacing
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voice and other applications to become the major service
in mobile networks [1]–[5]. Moreover, high-definition (HD)
videos (e.g., 720p, 1080p, and beyond) that request at least
5-20 Mbps user data rate will be ubiquitous [6], which will
bring great challenges to the design and operation of next
generation mobile networks (e.g., 5G and beyond). To address
these challenges, recent advances of information and com-
munications technologies can be explored, such as software-
defined mobile networks (SDMNs) [7], in-network caching [8]
and mobile edge computing (MEC) [9].

SDMNs have been proposed to fully support SDN design
in wireless networks, which enable the programmability in
mobile networks so that the complexity and the cost of
networks can be reduced [7]. With the programmability, SDN
is considered as a promising candidate to enhance traffic
engineering, which is a critical component in communica-
tion networks [10]. Generally speaking, traffic engineering is
used to optimize the network and provision services with
requirements by directing traffic in networks [10], [11]. The
success of the utilizing SDMNs for traffic engineering depends
critically on our ability to jointly provide the backhaul and
radio access networks (RANs) for the traffic [11]–[13].

Another promising technology, in-network caching, as one
of the key features of information-centric networking (ICN),
can efficiently reduce the duplicate content transmission in
networks [14]. Notably, caching content (e.g., videos) at
mobile edge node (e.g., base stations (BSs) and routers) has
been proposed as one of the key enablers in next generation
mobile networks [8], [15]–[17]. The investigation on exploit-
ing caching in future mobile networks has shown that access
delays, traffic loads, and network costs can be potentially
reduced by caching contents in mobile networks [8]. In the
meantime, MEC has attracted great interest recently as com-
putational resources are moved closer to users, which can effi-
ciently improve the quality of service (QoS) for applications
that require intensive computations (e.g., video processing and
tracking) [9].

With the widely employed HTTP adaptive streaming,
such as Dynamic Adaptive Streaming over HTTP (DASH)
(e.g., Google and Netflix), the video client can request the
proper quality level adaptively according to the network
throughput. However, from the slow reaction of current pro-
tocols (e.g., DASH) to the fluctuated mobile network and
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higher requirements of quality of experience (QoE) challenge
the design of next generation mobile networks. To address
this problem, MEC that deploys computing servers at BSs
of the radio access network (RAN) can proactively optimize
the delivery of videos by transcoding videos to desired qual-
ities according to network conditions [18]–[21]. Furthermore,
network resources are competed among current DASH selfish
clients, which results in instability in QoE, unfairness among
clients, and under-utilization of the network resources [22].
To address this problem, network-assisted video streaming
schemes are proposed to enable collaboration among DASH
video clients and servers [22], [23].

As discussed in [23] and [24], by deploying SDN in
wireless network, the management of complex wireless net-
works can be simplified, which can address the scalability
issues. Moreover, since the entire status of the network is
available at a SDN controller, the network can have more
accurate knowledge on network resources, locations of con-
tent (edge) servers and clients, as well as network congestion,
which makes E2E QoS provisioning more practical. Thus,
to improve the utilization of network resources and E2E
service quality, the collaboration among video delivery and
network scheduling can be enabled by SDN [22]. Although
some works have been done on SDMNs, in-network caching
and MEC separately, jointly considering these new technolo-
gies to enhance the video service has been largely ignored
in the existing research. In this article, we jointly consider
SDMNs, in-network caching and MEC to enhance the video
service in next generation mobile networks. Specifically, in the
proposed framework, a SDN controller is deployed to steer
the bandwidth provisioning and traffic paths selection while
assisting nodes to perform edge computing and video quality
selection. Besides, popular videos can be stored at caches of
network nodes (e.g., router and BSs). We design an efficient
mechanism that jointly considers network-assisted video rate
adaptation, bandwidth provisioning in traffic engineering, and
computing resource scheduling in MEC.

The distinctive technical features of this article are listed as
follows:

• To specify the network performance for video services,
we use a new video experience evaluation standard called
U-vMOS proposed by Huawei mLAB [4] to model the
network utility. U-vMOS is a more advanced measure-
ment of the video quality based on the well-known
video mean opinion score (MOS) introduced in [25] and
supports a resolution ranging from 360P to 8K, which
can adapt to the evolution of video resolutions.

• With the objective of maximizing the mean U-vMOS of a
heterogeneous network (HetNet) comprised of macro BSs
(MBSs), small BSs (SBSs) and multiple users, an opti-
mization problem is formulated. The limited backhaul
capacity and computing capability of each network node
are considered.

• Due to the coupling of video data rate, computing
resource, and traffic engineering (bandwidth provisioning
and paths selection), the problem becomes intractable in
practice. Thus, we utilize dual-decomposition method to
decouple those three sets of variables. By this decoupling,

video rate adaptation is performed at users with network
assistants. End nodes are able to schedule computing
resource independently. Traffic engineering is performed
by the SDN controller and BSs.

• To address the challenges of dynamic change of net-
work status and the drawbacks caused by the frequent
exchange of information, we design a decentralized algo-
rithm based on alternating direction method of multipliers
(ADMM) [26] to solve the traffic engineering problem.

• Extensive simulations are conducted with different sys-
tem configurations to show the effectiveness of the
proposed scheme.

The rest of this article is organized as follows. Related
works are presented in Section II. Section III introduces
the system model and formulates the presented problem.
Section IV describes the proposed algorithms and the cor-
responding analysis. Simulation results are discussed in
Section V. Finally, we conclude this study in Section VI.

II. RELATED WORKS

TE has been used as a tool to optimize the performance
of communication networks and provision service for a long
time [10]. By routing data flows and allocating bandwidth of
links to each flow, TE guarantees the QoS requirements of
services and maximizes the desired network utility. With recent
advances of SDN, TE can benefit from the programmability
and the flexibility of SDN [27], [28]. An optimization of
traffic engineering in the SDN controller is formulated by [27]
and it shows that the introduction of SDN gets significant
improvements in network utilization. The study in [28] tries
to leverage SDN to get the enhancement of broadcast com-
munications. The most related studies of our work are TE in
SDMN [11]–[13], [29]. Reference [11] proposes a multi-path
traffic engineering formulation for downlink transmission con-
sidering both backhaul and radio access constraints. Moreover,
the link buffer status is used as feedback to assist the adjust-
ment of flow allocation. Based on [11], the authors of [13]
extend TE of SDMNs to real-time video traffic specifically.
This research proposes an online method to estimate the
effective rate of video flows dynamically. Min flow rate
maximization of SDMNs is investigated in [12] with jointly
considering TE and physical layer interference management
problem by weighted-minimum mean square error algorithm.
Reference [29] proposes a weighted cost-minimization prob-
lem of TE with jointly considering the traffic load balancing
and control-channel setup cost. Compared to those studies, our
work exploits TE of SDMN in a MEC and caching-enabled
HetNet where content can be retrieved from multiple places.

Video quality adaptation with radio resource alloca-
tion in mobile networks (especially, long-term evolu-
tion (LTE)) is studied in a number of studies (e.g., [30]–[34]).
Reference [35] provides a comprehensive survey on quality
of experience of HTTP adaptive streaming. Joint optimization
of video streaming and in-network caching in HetNets can
be traced back to [36]. This research suggests that SBSs
form a wireless distributed caching network that can effi-
ciently transmit video files to users. Meanwhile, Ahlehagh
and Dey [37] take the backhaul and the radio resource into
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account to realize video-aware caching strategies in RANs for
the assurance of maximizing the number of concurrent video
sessions. Reference [38], instead of RANs, moves attention of
in-network video caching to core networks of LTE. To utilize
new technologies in next generation networks, [39] continues
the research in specific to the video. Another research combin-
ing the caching and video service is [40] where collaborative
caching is studied with jointly considering scalable video cod-
ing. However, the RAN and overall video quality requirements
are not considered.

In [9], an application called RAN-aware content optimiza-
tion has been proposed as one of the essential service scenarios
of MEC. This application can provide an estimated throughput
of the wireless link to the video server so that the video
rate selection and congestion control can respond to the
network condition fast. Reference [41] extends this application
to which realizes context-aware content localization in order to
enhance user QoE in video distribution applications. As video
analytic and cache are enabled by MEC, to further utilize
the powerful computing resource of MEC server at edge
nodes, [19], [20], [41] propose to jointly combine the advan-
tages of caching and processing to increase the throughput of
mobile networks and QoE of users. In [19], the MEC server
transcodes a video with higher rate version in the cache to
satisfy a request for a lower rate version according to the
optimization of the video rate adaptation and the network
condition. Along with this research, [20] designs a scheme
where multiple MEC caching and servers are collaborative to
provide the caching and processing of videos. Compared to
those research, our present study introduces TE and SDMN
into this joint framework of video caching and processing to
enhance the network performance.

III. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we present the system model of video
streaming, mobile network, MEC and caching. The problem
is formulated after the related assumptions are given.

In this article, we use a bold capital letter to indicate
matrices and vectors. |S| is used to indicate the number of
elements of the set S. �a� means taking the maximum integer
value that is less than a. [x]+ = max{0, x} denotes the
projection function to the nonnegative orthant. Other notations
are summarized in Table I.

A. Network Model

1) Video Streaming Model: We assume that users
watch streaming videos selected from a source library F
(e.g., Youtube or Netflix) and each video streaming is served
by one data flow. For simplicity, one user can only watch one
video at the same time, which leads us to use the notation i to
index the flow and the corresponding user. Each video file
f ∈ F is encoded at a finite number of different quality
levels (resolutions) q ∈ {1, . . . , Q}, which is similar to DASH
service. We assume that each level q requires a minimum
data rate vq (bps) to support smooth playback. Practically,
vq depends on video coding schemes and the video content,
which are varying with time. Nevertheless, since the purpose

TABLE I

NOTATIONS (ORDERED IN APPEARING SEQUENCE)

of our article is to maximize the mobile network performance
dynamically, we can consider the required data rate is a fixed
value vq when we do the scheduling.

To evaluate the gain of the video quality, the measure of
each video quality q is defined as sq. In this article, to adapt
ubiquitous HD videos in next generation mobile networks,
we refer the measure to U-vMOS proposed in [4] and [6]. The
three key network elements in U-vMOS are video definition,
initial buffering delay, and video freeze duration. In this article
we only deploy the video definition as the measure due to
the following reasons. First, the main focus of this article
is cross-scheduling among computing and networking, so we
select the definition related to trascoding computing as the
performance measurement. Second, sufficiently provisioned
network bandwidth ensures smooth streaming. Since sufficient
bandwidth is one of the constraints in our proposed problem,
we eliminate the consideration of stalling here. Last, consider-
ing the portion of users just starting the video is very small in
the whole system, we ignore this part in this article. As shown
in Table II, q denotes the level of an available resolution
shown in the second column. Elements in the third column of
Table II are minimum bandwidth (data rate) requirements vq to
guarantee the corresponding resolutions. The fourth column of
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TABLE II

U-vMOS OF VIDEO RESOLUTIONS [4]

Fig. 1. MEC-enabled software-defined mobile network.

Table II is the U-vMOS of dedicated video resolution, where
higher values represent better satisfaction from users.

2) Network and Communication Model: In this article,
as shown in Fig. 1, we consider a mobile edge comput-
ing and caching (MECC)-enabled heterogeneous network
(HetNet) with the backhaul network and the radio access net-
work (RAN). The backhaul network is assumed to be a mesh
network connecting SBSs, MBSs and Gateways (GWs) by
wired links with fixed capacities. Users are connected to BSs
with wireless channels sharing total W (Hz) radio spectrum
resource. This considered network is modeled by a directed
graph G(N ,L). N includes network nodes (GWs and BSs)
formed a set J and users formed a set I. L comprised of wired
and wireless links denoted by sets Lwd and Lwl, respectively.
ml ∈ N and nl ∈ N are used to denote the destination node
and the source node of link l, respectively.

If link l is a wired link, it is assumed to provide a fixed
bandwidth capacity Bl. If link l is a wireless link, the capacity
depends on the ratio of the radio resource that the network
allocates to this link. In this article, to simplify our analysis,
we do not consider any advanced interference management
and power allocation schemes. Thus, by using the Shannon
bound, the spectrum efficiency of wireless link l is defined as

γl = log

⎛
⎝1 +

gnlml
pnl

σ0 +
∑

n′
l
∈N

n′ �=n

gn′
l
ml

pn′
l

⎞
⎠ (1)

where gnlml
is the channel gain between the transmission

node nl (the source of link l) and the receiving node ml

(the destination of link l) including large-scale pathloss and
shadowing, and σ0 is the power spectrum density of additive
white Gaussian noise.

∑
n′

l
∈N

n′ �=n

gn′
lml

pn′
l

is the aggregated

interference received from any other tranmission node n′
l. This

interference model implies that all transmission nodes use the
same frequency without any advanced interference mitigation
scheme. In this article, pnl

(Watt/Hz) is the normalized trans-
mission power on link l. The fixed equal power allocation
mechanism is used, which means transmission power pnl

is
the same for all frequencies. Accordingly, the achievable data
rate capacity of link l is Rl = Wγl.

It should be noted that small-scale fading is not considered
when evaluating the SINR in this paper as the small-scale
fading varies much faster than caching and bandwidth pro-
visioning. Therefore, the SINR calculated by (1) can be
considered as an average SINR over the transmission time.
Moreover, in this article, as we mainly consider the benefits
from caching and processing scheduling, radio resource allo-
cation is not considered, which leads to the formulation where
small-cale fading is ignored. If small-cale fading is considered,
the network link capacity (e.g., γl) can be modeled as random
variables, which leads a stochastic optimization problem where
dynamic programming can be one of the methods to solve it.

Each data flow can be split into multiple paths as the
user is assumed to be served by multiple BSs through the
BS cooperation [12], [42], [43] or the multistream carrier
aggregation [44]. Moreover, demanded videos can be poten-
tially retrieved from any nodes (GWs, BSs or the source
server) where matched data are found, which means each user
can download the data of video from different places. For
example, in Fig. 1, the data flow of user 1 is split into two
paths where one is from the content source server to MBS 1
then to users 1 and another is directly from SBS 2.

3) Caching and Computing Model: The network is
equipped with caching and computing functions on network
nodes. We assume a subset Fj of F is stored at node j.
It should be noted that node j always caches the highest quality
Q of video file f so that it can be transcoding to a lower
quality. As we mentioned above, if video file fi demanded by
user i is found at node j, namely fi ∈ Fj , node j becomes a
candidate source. To indicate a hitting event between user i and
node j, we define hij = 1 if fi ∈ Fj ; otherwise, if fi /∈ Fj ,
hij = 0 that means there is no hitting event.

If hij = 1 and node j is selected as one of source nodes
of flow i, the video data needs to be transcoded to the
required quality level except that the highest quality level is
selected. However, unlike the powerful computing resource at
the source server (e.g., the data center), due to the computing
resource at each node, limited tasks can be activated at the
same time. Similar to [19], we define the maximum mobile
computing capacity as the number of encoded bits that can
be processed per second, denoted by Cj (bps). For example,
a 500 Mbps computing capacity means up to 500 Mbits video
can be processed in one second. In this article, we do not
consider the computing delay because the main benefit of



LIANG et al.: ENHANCING VIDEO RATE ADAPTATION WITH MEC AND CACHING IN SDMNs 7017

this paper on latency reduction is from backhaul transmission.
The same environment is set in [9] and [45]. Moreover,
it is straightforward to optimize the extra latency in such
MEC-enabled network by applying an existing method [46].

In this study, to simplify our analysis, we assume that,
if multiple sources are available for a user, those sources are
coordinated perfectly and the transmitted data arrive at the
receiving node at the same time. This assumption gives a sce-
nario where the user is not able to receive useless or unordered
packets. Practically, the non-synchronous transmission is one
of the challenges in multi-path delivery problem. The dif-
ficulties come from the content distribution, source coordi-
nation, and content request. If the potential sources are not
coordinated perfectly, redundant (duplicated) packets may be
received by the user, causing inefficient transmission. Another
problem is that some packets may not be delivered by the
source nodes or delivered in a wrongly scrambled order.
Fortunately, network coding [47]–[49] has been proposed as
a promising technology to solve this problem. For example,
in [47] where Named Data Networking is assumed, after
knowing the potential sources, the user will take advantage
of multipath communication by sending interests for net-
work coded Data packets over multiple network interfaces
and network coded Data packets then follow multiple paths
(i.e., the reverse paths followed by the interests) to reach the
clients.

B. Problem Formulation
The network-assisted rate adaptation problem in a SDMN

with MECC can be stated and formulated as follows.
1) Video Rate Adaptation: The purpose of this considered

problem is to find an optimal video quality level for each
user with considering network resources and the cached video
distribution. We define a binary variable xqi ∈ {0, 1} as the
resolution indicator of user i. Specifically, if the q-th resolution
of the video is selected by user i, xqi = 1; otherwise,
xqi = 0.

2) Path Selection and Resource Allocation: To support
video services demanded by users, an optimal path set for all
data flows should be found by solving the proposed algorithm.
Denote Pi as a path set including all candidate paths for user i
and Pij as a subset of Pi including all candidate paths starting
from node j. A path pk

ij ∈ Pi means the k-th path of flow i
starting from node j and the corresponding data rate of this
path is denoted by rk

ij if pk
ij is selected. Thus the achievable

data rate of flow i is
∑

pk
ij∈Pi

rk
ij that is the aggregated rate

of all selected paths.
3) Computing Scheduling: As we mentioned in above,

the computing resource on each node needs to be scheduled
to video trans-coding tasks. In this article, we assume that the
computing resource required for trans-coding video from the
highest resolution to the requested resolution is cqi. Obviously,
cqi < cq′i if q > q′. Specially, cQi = 0, ∀i. Thus, we define a
variable yij ∈ �+ (bps) as the computing resource assigned
for user i at node j. If yij > 0 and hij = 1, node j is able to
trans-code the video demanded by user i to the desired quality
level at most to computing speed yij ; otherwise, the video
data cannot be retrieved from node j, namely yij = 0. yij can

be zero if the content is cached at node j and the highest
resolution is selected xQi = 1 as trans-coding is unnecessary.

4) Proposed SDN-Assisted Rate Adaptation Problem:
To improve the whole network utility by maximizing the
overall mean U-vMOS, the SDN controller performs traffic
engineering to assist users adaptively selecting optimal video
quality levels. In this study, the utility function is the average
U-vMOS of all video users in the whole considered network
instead of the average video quality. One of the features of
U-vMOS is the consideration of fairness. The margin increase
of scores decreases with the increase of video resolutions, giv-
ing logarithm-like presentation. Thus, the proposed problem
can be formed as follows.

max
X,R,Y

U(X) =
1
|I|

∑
i∈I

Q∑
q=1

sqxqi (2a)

subject to

rk
ij , yij ∈ �+, ∀i, j, k, (2b)

xqi ∈ {0, 1}, ∀q, i (2c)

Content constraint:
Q∑

q=1

xqi = 1, ∀i ∈ I, (2d)

∑
pk

ij∈Pi

rk
ij =

∑
q

vqixqi, ∀i ∈ I, (2e)

∑

pk
ij∈Pij

rk
ij ≤ hijyij , ∀i ∈ I, j ∈ J , (2f)

∑
q

cqixqi ≤ yij , ∀i ∈ I, j ∈ J , (2g)

physical resource limitations:
∑

pk
ij∈Pl

rk
ij ≤ Bl, ∀l ∈ Lwd (2h)

∑
l∈Lwl

∑
pk

ij∈Pl
rk
ij

γl
≤ W, (2i)

∑
i∈I

yij ≤ Cj , ∀j ∈ J , (2j)

where {xqi}, {yij} and {rk
ij} are elements of X, Y and R,

respectively. Constraint (2d) reflects that one and only one
resolution level can be selected for one user. The demand
constraint for every video flow is given by the (2e), which
means the total data rate allocated to the user should be equal
to the video data rate requirements. The constraint (2f) requires
that the total data rate of any candidate paths starting from
node j should be less than the computing speed. Moreover,
this constraint also presents if hij = 0 (failed hitting), node
j cannot be acted as one of the sources. In addition, the con-
straint (2g) requires the computing speed should be larger than
the requirements of selected transcoding. Meanwhile it also
shows that the maximum possible computing speed is the data
rate of the highest resolution. Physical resources limitations
are claimed by constraints (2h) (2i), and (2j) where Pl is the
set of paths that pass link l. (2h) means the allocated data
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Fig. 2. Structure and information exchange of the proposed scheme.

rate of link l for all passing path should be less than the
link capacity. As the radio resource is shared by the whole
RAN, (2i) enforces that the total allocated spectrum cannot
exceed the available spectrum bandwidth. The computing
capacity on each node j is specified by the constraint (2j)
where Cj (bps) is the maximum computing resource.

Unfortunately, problem (2) is difficult to solve and imple-
ment based on the following observations:

• The mix integer variables result in the problem a
mix-integer linear problem (MILP) that generally is
NP-complete.

• The complexity of solving (2) by using greedy or genetic
methods will increase significantly with the increase of
the number of users and (or) BSs.

• Video resolution, path selection, and resource schedul-
ing are decided by different layers, network nodes and
perform in different time scales.

• The necessary exchange of local information about the
network and links affects the performance as overheads
are introduced.

In the next section, we will develop a scheme to solve the
problem (2) so that a near-optimal solution can be found.

IV. PROPOSED SDN-ASSISTED VIDEO RATE

ADAPTATION WITH MECC

In this section, dual-decomposition method is deployed to
simplify problem (2). An ADMM-based algorithm is designed
to perform traffic engineering. An example of the proposed
scheme is presented as well.

A. Problem Decomposition

This article aims to give an efficient scheme to help video
clients to select appropriate video resolutions while conduct-
ing resource scheduling to provision bandwidth and process
video data. Observed from problem (2), the network tries to
maximize the utility gained by video resolution. However,
the video resolution is selected by the video client on each
user. Moreover, MEC resource is assigned by each node based
on the video distribution and requests, which leads the network

hard to steer the traffic. Thus, the network needs to transfer
some information to assist users and nodes when they perform
video selection and processing so that the optimal network
utility can be obtained.

Moreover, in the proposed problem, the channel status of
users are changing dynamically and shorter than the change of
video resolution selection and video process server scheduling.
To decouple the fast changing channel status from other
scheduling variables, we should decompose the original prob-
lem into a network bandwidth provisioning problem and a
resolution selection problem as well as a video processing
problem.

Those features of (2) motivate us to adopt dual-
decomposition method so that the video quality selection and
the MEC scheduling can be separated from the bandwidth
provisioning of traffic engineering performed by the SDN
controller. The brief idea and overall structure information
exchange is given in Fig. 2. The meaning of each part we used
in this figure will be introduced and defined in the remaining
subsections. The main problem of U-vMOS maximization
is solved at the SDN controller. The problem is decoupled
into three parts, the computing scheduling problem solved
decentralized at MEC servers, the bandwidth provisioning
problem solved by the RAN and wired backhaul links, and
best video resolutions selected by users. The SDN controller
transfers resource prices to network nodes and users to assist
them to solve the corresponding problem. After optimizing
local variables, network elements feedback them to the SDN
controller to help it to adjust the decision.

As we further decouple the RAN and the wired backhaul
network, information exchange between them is presented as
well. Practically, the bandwidth provisioning problem may be
logically solved by the SDN controller. This depends on the
level of the deployment of the SDN infrastructure. If all nodes
in the network are SDN-enabled, the bandwidth provisioning
problem can be solved with the SDN controller. Otherwise,
cooperation between SDN-enabled nodes and traditional nodes
is necessary.

Before we form the partial Lagrangian function for prob-
lem (2), let us define independent local feasible sets Πr, Πx,
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and Πy for variables R, X and Y, respectively. Those feasible
regions only subject to constraints that include one type of
variables, which are shown as

Πr =
{{rk

ij}
∣∣�+, (2h), (2i)

}
. (3)

Πx =
{{xqi}

∣∣ {0, 1}, (2d)
}
. (4)

Πy =
{{yij}

∣∣�+, (2j)
}
. (5)

Fortunately, the coupled constraints are (2e) and (2f). Thus,
by relaxing constraints (2e) and (2f) with dual variables {λij},
{μi}, and {νij},1 the Lagrangian can be shown as:

max
X,R,Y

U(X) −
∑

i∈I,j∈J
λij

⎡
⎣ ∑

pk
ij∈Pij

rk
ij − hijyij

⎤
⎦

+
∑
i∈I

μi

⎡
⎣ ∑

pk
ij∈Pi

rk
ij −

Q∑
q=1

vqixqi

⎤
⎦

−
∑

i∈I,j∈J
νij

[
Q∑

q=1

cqixqi − yij

]

s.t. X ∈ Πx, Y ∈ Πy, R ∈ Πr. (6)

Thus, the original problem has been separated to two levels of
optimization that are higher level for updating dual variables
and low level for finding dual functions [50]. Accordingly,
the dual problem (DP) then is:

DP : min
μi,νij ,λij∈R

D(μi, νij , λij) = gx(μi, νij)

+ gr(μi, λij) + gy(νij , λij),
s.t. λij ≥ 0, ∀i ∈ I, j ∈ J

νij ≥ 0, ∀i ∈ I, j ∈ J (7)

where gx(μ, ν), gr(μ, λ), and gy(λ, ν) are dual functions
obtained as the maximum value of the Lagrangians solved
in following problems (8), (9) and (10) for given {λij}, {μi}
and {νij}.

gx(μ, ν) = sup
xqi∈Πx

{
U(X) − ∑I

i∈I μi

∑
q vqixqi

−∑
i∈I,j∈J νij

∑
q cqixqi

}
, (8)

gr(μ, λ) = sup
rk

ij∈Πr

⎧⎨
⎩

∑
i∈I

∑
pk

ij∈Pi

(μi − λij) rk
ij

⎫⎬
⎭ (9)

gy(μ, ν) = sup
yij∈Πy

⎧⎨
⎩

∑
i∈I,j∈J

(λijhij + νij) yij

⎫⎬
⎭ (10)

It is observed that D(μ, ν, λ) is not a differentiable function
due to the binary variables and candidate path sets. Thus,
we can deploy subgradient method to solve the dual prob-
lem (7). Obviously, a sub-gradient of problem (7) for λij is:

zλ
ij =

∑
pk

ij∈Pij

rk
ij − hijyij , (11)

and for μi is

zμ
i =

∑
pk

ij∈Pi

rk
ij −

Q∑
q=1

vqixqi, (12)

1Dual variables can be interpreted as costs of bandwidth and computing

and for νij is

zν
ij =

Q∑
q=1

cqixqi − yij . (13)

According to dual decomposition [51], we thus can update μi,
νij and λij based on:

μ
[t+1]
i = μ

[t]
i − τ [t]

μ zμ
i , (14)

ν
[t+1]
i = ν

[t]
i − τ [t]

ν zν
ij , (15)

and

λ
[t+1]
ij =

[
λ

[t]
ij − τ

[t]
λ zλ

ij

]+

, (16)

where τ
[t]
μ , τ

[t]
μ , and τ

[t]
λ are the length of step at iteration

step [t].
It can be seen that, after decomposing the original problem

into sub-problems, the fast changing channel status has been
decoupled from slow changing video resolution. The channel
status only appears in the bandwidth provisioning problem
(wireless part). The bandwidth provisioning problem aims
at find a solution to satisfy the requirement given by the
video resolution. If the video resolution of the user does not
change, the bandwidth requirements is not changed. Once the
bandwidth requirements cannot been satisfied, the network
informs the video client to degrade the definition requirement
by using the bandwidth price. The same scheme is applied to
the computing resource scheduling.

Thus, if we are able to solve the inner problems (8), (9)
and (10) in each iteration, the SDN controller can update
dual variables and transfer them to nodes and users to assist
them to find optimal solutions of their own variables xqi, rk

ij ,
and yij . This SDN-assisted optimization scheme is summa-
rized in Alg. 1.

In practice, the convergence speed of subgradient method
can be very slow, which gives undesired performance. How-
ever, in this study, the subgradient method provides an intuitive
and direct method to update the dual prices according the
changes of the network and videos. Basically, it can be
observed that the steps of solving the dual problem are the
steps of adjusting network to provision the service. If the
environment (e.g., bandwidth, video resolution) is changed,
the controller would not solve the problem from the beginning
but only update the dual variables as the reaction to the
environment.

In the remaining of this section, algorithms will be given to
solve problems (8), (9) and (10).

B. Video Rate Adaptation Based on Network Information
Observe that problem (8) can be decoupled to users where

the local problem of each user is shown as

max
xqi∈{0,1}

Q∑
q=1

sqxqi − μi

∑
q

vqixqi −
∑
j∈J

νij

Q∑
q=1

cqixqi

s.t.
Q∑

q=1

xqi = 1. (17)
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Algorithm 1 SDN-Assisted Video Rate Adaptation and
Resource Scheduling
1: Initialize: Set stop criteria ε and maximum iterative

steps T

2: SDN controller sets initial dual variables ν
[0]
ij , μ

[0]
i , λ

[0]
ij ;

3: Users (video clients) select initial video quality levels X
and nodes (network function and MEC) set initial resource
allocation {R,Y}.

4: t = 0.
5: for t ≤ T or ε is not met do
6: SDN controller broadcasts dual variables λ

[t]
ij , μ

[t]
i , ν

[0]
ij to

users and nodes.
7: Each user selects the video quality by solving (8) given

ν
[t]
ij and μ

[t]
i ;

8: Each node schedules the computing resources by solv-
ing (10) given λ

[t]
ij , μ

[t]
i ;

9: The mobile provisions the bandwidth for flows by solv-
ing (9) given λ

[t]
ij and ν

[t]
ij ;

10: The SDN controller computes the sub-gradient of λij , μi

and ν
[t]
ij based on (11), (12) and (13).

11: The SDN controller updates μi, ν
[t]
ij and λ

[t+1]
ij according

to (14), (15) and (16).
12: d) t = t + 1.
13: end for
14: Update {X,R,Y}.

The above problem can be solved with effortless due to that
only one quality level can be selected. Thus, each user only
needs to select the level maximizing the utility.

Here we focus on the analysis of the structure of the
objective so that the assistant from the SDN controller can be
understood. μi represents the bandwidth cost (revenue) of user
i given by the network. μi < 0 means the network can provide
more bandwidth for the user by using the revenue to push the
user select higher resolution. However, if μi ≥ 0, the network
may be lack of enough resource to support a higher video
quality. Similar to μi, νij represents the computing cost (rev-
enue) at node j of user i given by the network. νij < 0 means
the node j can provide more computing resource for the user
by using the revenue to push the user select higher resolution.

C. Computing Resource Scheduling Based
on Network Information

Similar to problem (8), problem (10) also can be decoupled
to each node j as follows.

max
yij∈{0,1}

∑
i∈I

(λijhij + νij) yij

s.t.
∑
i∈I

yij ≤ Cj , (18)

Obviously, this is a linear problem that can be solved easily.
However, we can further ease the size of this problem so that
common methods can be used, we form a set I+

j including
every user who has non-zero gain (λijhij + νij) or non-
zero hij . Formally, I+

j := {i|λijvij > 0, hij < ∞}. It is

easy to see that yij = 0 if i /∈ I+
j . Thus, we only need to

consider users that in I+
j , which leads to a reduction of the

problem size.

D. ADMM-Based Algorithms of Bandwidth Provisioning

This problem (9) is easy to solve theoretically as it is a linear
problem. However, wired backhaul and radio access links are
involved in this problem, which leads the solution hard to
achieve in practice. Thus, a decentralized method is appropri-
ate to cope with this problem. In this subsection, we propose
to use ADMM as the tool to update rk

ij . ADMM [52] is a
simple but powerful algorithm that is well suited to distributed
convex optimization. One of the essential properties of ADMM
is its quick convergence to a modest accuracy of the optimal
solution. It has been successfully used in many cases of mobile
networks, such as routing [53], traffic engineering [12], radio
resource allocation [54]. A brief overview of ADMM and its
application on networks can found in [12] or [54]. We only
summarize the main part of ADMM as follows. Generally,
ADMM is able to solve

min
x,z

f(x) + g(z)

s.t. Ax + Bz = c, (19)

where x ∈ Rq×1, z ∈ Rr×1, A ∈ Rp×q, B ∈ Rp×r and c ∈
Rp×1. There are two basic forms for the ADMM algorithm,
namely the unscaled form, and the scaled form. In the unscaled
form, the augmented Lagrangian is given as follows.

Lρ(x, y, z) = f(x) + g(z) + yT (Ax + Bz − c)
+ (ρ/2) ‖ Ax + Bz − c ‖2

2, (20)

where y ∈ Rp×1 is the dual variable vector, ρ > 0 is the
predefined augmented Lagrangian parameter and ‖ · ‖2 is an
Euclidean norm operator. Accordingly, the unscaled ADMM
algorithm consists of the following iterations:

xt+1 := arg min
x

Lρ(x, yt, zt), (21)

zt+1 := arg min
z

Lρ(xt+1, yt, z), (22)

yt+1 := yt + ρ(Axt+1 + Bzt+1 − c), (23)

where t is the iteration index.
ADMM can be considered as a combination of the

dual decomposition and the augmented Lagrangian
methods [52], [55]. To apply ADMM, problem (9) has
to be decoupled to subproblems; thus we need first to
separate the wired part and the wireless part by introducing
some local variables.

We firstly separate the wired backhaul network and the
radio access network, which is similar to studies in [12]
and [56]. Denote the data rate of path pk

ij decided by the
wired backhaul network is řk

ij and its peer decided by the
RAN is r̂k

ij . Furthermore, the wired backhaul network can
be decoupled to links, as capacities of wired links usually
are independent of each other. řk,l

ij denotes that the data rate
of path pk

ij allocated by link l. It should be noted that řk,l
ij

does not mean pk
ij passing link l. řk,l

ij can be considered the
opinion for pk

ij given by link l. All local variables of rk
ij is
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the opinion or recommendation from one part of the whole
network. By defining řk,l

ij and r̂k
ij , problem (9) can be revised

as (24)

max
řk,l

ij ,r̂k
ij∈R+

1
2Lwd

∑
l∈Lwd

∑
i∈I

∑
pk

ij∈Pi

(μi − λij) řk,l
ij

+
∑
i∈I

∑
pk

ij∈Pi

(μi − λij) r̂k
ij

s.t.
∑
i∈I

∑
pk

ij∈Pi

αk,l
ij řk,l

ij ≤ Bl, ∀l ∈ Lwd,

∑
l∈Lwl

∑
i∈I

∑
pk

ij∈Pi
αk,l

ij r̂k
ij

γnlml

≤ W,

řl,k
ij = r̂k

ij , ∀i, j, k, l. (24)

where Lwd = |Lwd| is the number of wired backhaul
links. Our goal is to develop a decentralized bandwidth
algorithm based on ADMM that takes the form of a
decomposition-coordination procedure. As the first step of
ADMM, we form the augmented Lagrangian function of (24)
as (25) as follows,

Lρ

(
xl, r

f
l , xl,n

)
=

∑
l∈Lwd

1
2Lwd

∑
i∈I,

pk
ij

∈Pi

(μi − λij) řk,l
ij

+
1
2

∑
i∈I

∑
pk

ij∈Pi

(μi − λij) r̂k
ij

+
∑

l∈Lwd

∑
i∈I

∑
pk

ij∈Pi

νk,l
ij

(
řk,l
ij − r̂k

ij

)

− ρ

2

∑
l∈Lwd

∑
i∈I

∑
pk

ij∈Pi

(
řk,l
ij − r̂k

ij

)2

,

(25)

where ρ > 0 is the predefined augmented Lagrangian para-
meter. As the augmented Lagrangian function is separable
into a wireless part and wired links, ADMM algorithm can
be adopted. The algorithm is summarized in Alg. 2. Obvi-
ously, problems (26) and (27) are all quadratic programming
problems that can be solved completed decentralized across all
links and SDN controller at the RAN without effort. Detailed
information will be given as follows.

Following the research in [12], řk,l
ij in problem (26) can be

updated according to the first-order derivation of the Lagrange
shown as follows.

řk,l
ij =

1
2Lwd

[
Ǎk,l

ij

ρ

]+

, (29)

where Ǎk,l
ij = (μi − λij)+ νk,l

ij +ρr̂k
ij −�lak,l

ij and �l ≥ 0 is
the Lagrange dual variable of the capacity constraint on link l.
Similarly, r̂k

ij in problem (27) is calculated as follows.

r̂k
ij =

1
2

[
Âk

ij

−ρ

]+

, (30)

where Âk
ij = (μi − λij) − ∑

l∈Lwd νk,l
ij − ρ

∑
l∈Lwd řk,l

ij −
�

∑
l∈Lwl

ak,l
ij

γnlml

and � ≥ 0 is the Lagrange dual variable of
the spectrum constraint on the RAN.

Algorithm 2 Decentralized Bandwidth Provisioning via
ADMM
1: Initialize: Set stop criteria ε and maximum iterative steps T

Set primal and dual variables {řk,l
ij , r̂k

ij , ν
k,l
ij }

t = 0
2: for t ≤ T or ε is not met do
3: The SDN controller of the RAN broadcast {νk,l

ij } and
{r̂k

ij} to each wired link l
4: Each wired link l solves following problem to update

{řk,l
ij };

max
řk,l

ij ∈R+

1
2Lwd

∑
i∈I

∑
pk

ij∈Pi

(μi − λij) řk,l
ij

+
∑
i∈I

∑
pk

ij∈Pi

νk,l
ij

(
řk,l
ij − r̂k

ij

)

− ρ

2

∑
i∈I

∑
pk

ij∈Pi

(
řk,l
ij − r̂k

ij

)2

s.t.
∑
i∈I

∑
pk

ij∈Pi

αk,l
ij řk,l

ij ≤ Bl, ∀l ∈ Lwd,

(26)

Each link l send {řk,l
ij } to the SDN controller

5: The SDN controller of the RAN solves following prob-
lem to update {řk,l

ij };

max
r̂k

ij∈R+

1
2

∑
i∈I

∑
pk

ij∈Pi

(μi − λij) r̂k
ij

+
∑

l∈Lwd

∑
i∈I

∑
pk

ij∈Pi

νk,l
ij

(
řk,l
ij − r̂k

ij

)

− ρ

2

∑
l∈Lwd

∑
i∈I

∑
pk

ij∈Pi

(
řk,l
ij − r̂k

ij

)2

s.t.
∑

l∈Lwl

∑
i∈I

∑
pk

ij∈Pi
αk,l

ij r̂k
ij

γnlml

≤ W,

(27)

6: Update νk,l
ij according to:

νk,l
ij (t + 1) := νk,l

ij (t) + ρ
(
řk,l
ij − r̂k

ij

)
, ∀l ∈ L (28)

7: t = t + 1
8: end for
9: Output the optimal bandwidth provisioning policy {rk

ij} .

E. Signaling Exchange Example

To illustrate the utilization of Alg. 1 into an SDMN, we give
an instance presented by a signaling message exchange exam-
ple in Fig. 3. It should be noted that video data can be retrieved
from the source server and BS. In this example, we assume
that the data will be retrieved from a serving BS.

As shown in Fig. 3, a video request (REQ) is sent by the
user equipment (UE) and received by the MEC server (step 1).
The MEC server seeks for matched videos in the local library
(step 2). As the matched video is found, the MEC server
provisions the computing resource to this potential task and
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Fig. 3. Signaling exchange in cache-enabled SDMNs.

sends info to the SDN controller (step 3). The SDN controller
updates the network status according to feedbacks from BSs
and the PGW. Video REQ and network assist information
are delivered to the BS (step 4). The MEC server of the
BS starts to reserve resource to compute potential task, and
corresponding bandwidth is provisioned by related links of
the BS (step 5). After receiving this information from the BS,
the SDN controller sends the network assist information to the
UE to help it the select video resolution (step 6). The video
resolution selection is sent to the BS and cache; then the video
is processed to the desired quality level and transmitted to the
UE (steps 7-11). This procedure continues after the UE ends
watching the video ((steps 12-14)).

V. SIMULATION RESULTS AND DISCUSSIONS

In this section, simulation results are presented with differ-
ent system configurations to demonstrate the performance of
the proposed scheme.

A. Parameters Setup

1) Mobile Network Configurations: In the simulation,
we consider a cellular network, consisting of one MBS, several
SBSs, and multiple active users, that covers a 250m-by-250m
area. Transmission with a single antenna for both transmitter
and receiver is considered in our article. The remaining
simulation parameters are summarized in Table III. Values
with ∗ are default values.

2) Video, Cache and MEC Server Configurations: We
assume that the total 1000 videos are in the video library F .
Each video f can be encoded to 6 levels with constant bit rate
(CBR), and has the same length of 600 seconds. Each level
maps a resolution in Table II.

Files in F have been sorted according to the popular-
ity. We assume that the popularity of each video being
requested follows a Zipf distribution with exponent 0.56 [36].
The f -th most popular video has a request probability of

TABLE III

NETWORK PARAMETERS SETTINGS

(f−0.56)/(
∑|F|

f ′=1 f ′−0.56). The default cache capacity Sn of
an MBS is 200 video files, and default cache capacity of an
SBS is 100 video files with the highest resolution, which leads
the hitting rate of around 50% at MBS and 40% at SBSs.
Least Frequently Used (LFU) caching policy is used at the
MEC server to place/replace videos in caches, which means
each BS stores the most Sn popular video files.

The MEC computing capability of an MBS is set to
150 Mbps that is equivalent to processing six videos simul-
taneously. Due to limitations of an SBS, the computing per-
formance of a MEC server at SBS is only set to 50 Mbps
equivalent to two videos.

B. Performance Metrics and Schemes

We evaluate the proposed system in three types of perfor-
mance metrics, each of them focusing on three experiences
with different network parameters, such as network load,
BS density, computing resource, and cache storage capacity.

• U-vMOS is the objective of our proposed scheme.
As pointed in [6], U-vMOS of 4.0 can be considered as
a minimum requirement of the next generation mobile
network.
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Fig. 4. Convergence and optimality of the proposed scheme.

• Ratio of HD users refers to the proportion of users that
can select HD video (resolution higher than 1080p).

• Average Load of MEC refers to the average working load
of the MEC servers located at BS nodes.

In our evaluation, we increase the number of users and SBSs
to represent the increasing network load and BS density,
respectively. Meanwhile, to clearly observe the effects of MEC
resource, normalized computing resource and cache storage
capacity are used to evaluate our proposed scheme. The term
of normalized computing resource (cache storage capacity)
means the ratio between the tested computing resource (cache
storage capacity) to the default value.

In our simulations, we compare five different schemes
shown as follows.

• MECC refers to our proposed scheme
• MECC-MBS refers to the scheme that has MEC and

caches enabled at MBSs, which is proposed in [20].
• Cache-only refers to the scheme that has cache enabled

but MEC is not available, which has been proposed
in [17]. Therefore, videos in caches can be utilized only
if the exact quality levels are matched.

• No MECC refers to the scheme that all data must be
transferred from the source servers, but the source servers
are aware of the RAN status. This case refers to a classi-
cal MEC use case called RAN-aware video optimization
given in [9].

C. Simulation Results

1) Algorithm Performance: Fig. 4 demonstrates the evolu-
tion of the proposed dual decomposition algorithm for differ-
ent initial values of λ and μ. The normalized U-vMOS is the
ratio of absolute value between the optimal U-vMOS and the
current U-vMOS to the optimal U-vMOS, namely |U [k]−U∗|

U∗ .
The iteration step index refers to the main loop iteration of
Alg. 1. At each step we calculate the differences between
obtained utility U [k] (U-vMOS) and the optimum utility U∗

by solving the original problem by exhausted search.2 In the
simulation instances shown in Fig. 4, we see that the proposed
algorithm converges to a fixed point. It can be observed that
the iterative algorithm converges to the optimal value within
ten steps when μ = 0, which means the optimum strategy
can be achieved within a few iterations. However, Fig. 4

2Due to the time consuming, we reduce the size of the problem to 5 users
and 2 BSs

also suggests that an inappropriate initial value of μ, such
as μ = 0.01, may result in a worse convergence speed.
In summary, the performance of the proposed algorithm can
approach the optimum solution after a few steps and provide
a relatively acceptable solution.

2) Video Quality: In Fig. 5, the average U-vMOS of the
overall users is presented with different network settings and
MECC schemes. We can observe that the U-vMOS of the
schemes with MECC is much higher than the schemes without
MECC. Specifically, when the number of users increases
shown in Fig. 5a, the average U-vMOSs decrease, as the net-
work resources limit the performance. However, by deploying
MECC, the average U-vMOS can reach 4 when 25 users are in
the network, which means a user is able to have the resolution
of 720p on average. To see the effect of the network density,
we increase the number of SBSs in the same area as shown
in Fig. 5b. Obviously, more SBSs lead to better performance
for all cases as they can provide better coverage and channel
conditions.

Figs. 5c and 5d show that increasing the capability of MEC
servers and the capacity of caches can further improve the
performance. It should be noted that Fig. 5c shows that the
proposed MECC scheme becomes stable after a certain level
of the capability of MEC servers, because other parameters,
such as the hitting rate of caches, bandwidth of both wired and
wireless links, are dominated the limitation. In Fig. 5d, we can
see that more videos stored at caches, which implicitly means
higher hitting rate, give better chance to utilize the proposed
MECC scheme.

In addition to the mean U-vMOS, it is also necessary to
discuss the distribution of video resolutions of our proposed
scheme. As shown in Fig. 6, overall, the trend of the distri-
bution of video resolutions is similar to the mean U-vMOS.
It can be seen that the ratio of 1080p and higher resolutions
decreases with the load of the networks, and increases with the
available network resource. The proposed scheme gets a much
higher ratio, up to 15%, on the 1080p and higher resolutions
compared to the cache-only case and no MECC case. Note
that in Figs. 6a and 6b, when the network load is high and
network resource is very limited, the proposed MECC scheme
still can provide around 20% and 13% of users with resolutions
of 1080p and higher.

Some observations can be made from Figs. 5 and 6. Firstly,
the MECC improves the performance of the network-assist
video rate adaptation significantly on both average U-vMOS
and HD videos. Secondly, if only MBSs can provide MEC,
the gain of the proposed scheme is not as good as a tradi-
tional HetNet. Moreover, compared to traditional networks,
in-network caching also can enhance the quality of video
services. Furthermore, the capability of MEC servers may not
always be the bottleneck of the system. Thus, in the next part,
detailed tests are done on the load of MEC servers.

3) The Load of MEC Servers: As mentioned above, results
shown in Fig. 7 compare the average load of MEC servers
among schemes with different settings. To clearly see the inter-
nal relationships, we give two companions, MECC-MBS-only
and MECC-SBS-only, where MEC servers are only deployed
at SBSs and the MBS. We can apparently observe that
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Fig. 5. The mean U-vMoS with different network setups.

Fig. 6. The distribution of video resolutions with different network setups.

Fig. 7. Average load of MEC servers with different network setups.

the load of the MEC server at MBS is always full, which
means the MEC at the MBS can be considered as the first
choice of the proposed scheme because the MBS has larger
coverage and the server has more capability (2 times larger
than SBSs). Moreover, as shown in Fig. 7a, the increase of
network loads, leads higher computing loads as more tasks are
needed to finish. Similarly, higher hitting rate also gives more
opportunities to retrieve videos from network nodes, which
give more tasks to servers, as shown in Fig. 7b. Both network
settings in Figs. 7b and 7c can be treated as the increase of
available computing resources. Fig. 7b gives more servers as
more SBSs are deployed, while Fig. 7c enhances each server.

VI. CONCLUSIONS AND FUTURE WORK

In this article, we jointly studied the network-assisted video
rate adaptation problem in a MEC-enable SDMN where
in-network caching was deployed. An optimization problem
was formulated with the objective of maximizing the average
U-vMOS of a HetNet. Dual-decomposition method has been
utilized to decouple video data rate, computing resource, and

traffic engineering (bandwidth provisioning and path selec-
tion) so that those variables could be obtained independently.
To avoid the frequent exchange of network information,
a decentralized algorithm based on ADMM was designed to
solve the bandwidth provisioning problem. Simulation results
were presented to show that our proposed scheme can signifi-
cantly improve the mean U-vMOS. Future work is in progress
to consider big data analytics in the proposed framework.
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