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Abstract—The exponential growth of data traffic volume dom-
inates the demand for the next generation mobile networks (5G).
The consistent and satisfied quality of experience (QoE) is one
of the leading challenges of provisioning services in 5G mobile
networks. Thus, in this paper, we propose a novel adaptive
prefetching scheme to compensate the undesired transmission
conditions in the 5G mobile network by extending the content
prefetching concept from the users to the network. Specifically,
an optimization problem is proposed for a prefetching scheme
that adaptively retrieves users data to access nodes and (or) user
equipments (UEs) before the actual requests according to the
network status, QoE status, predicted data rates, and mobility
patterns of users. For the sake of tractability, the prefetching
problem is transferred to a convex problem that can be solved
efficiently. Accordingly, to implement the proposed schemes in the
5G network, system interactions among entities in the network
are designed to realize prefetching-related functions. A signaling
protocol to support the adaptive prefetching scheme is also
presented. Simulation results show that an adaptive prefetching
scheme can improve the network performance significantly.

Index Terms—5G, adaptive prefetching, buffer management,
load balance, quality of experience

I. INTRODUCTION

The next generation mobile network, 5G [1], has been
proposed to accommodate the increase in global mobile data
traffic predicted to be nearly eightfold from 2015 to 2020.
Significantly, 75 percent of them will be video [2]. Thus,
the video streaming service is replacing voice and other
applications to become the most significant service in mobile
networks. To ensure that the customers remain satisfied with
the video streaming services, mobile network operators have to
provide a more consistent user experience and higher quality
of experience (QoE) across the whole network [3], [4].

Unfortunately, even though the extremely high bandwidth
can be provisioned in 5G by improving spectral efficiency and
enhancing coverage, unpredictable channel conditions (e.g.,
fast moving velocity), uncovered areas (e.g., tunnels) and
handovers may still bring drawbacks to the QoE of users. To
compensate fluctuations of radio links and potential conges-
tions of backhaul links, the prefetching technology has been
introduced to mobile networks [5]–[7]. Considering that costs
of the storage and transmission are less nowadays, prefetching
data can be considered one of the most efficient ways to
maintain the consistency of users’ experience.

Based on the location of the prefetched data, prefetching
in mobile networks can be classified into two main cate-
gories: user equipment (UE) prefetching and access node (AN)

prefetching. The study in [5] proposes that the prefetching
support should be provided by the underlying mobile system.
The proposed research aims at minimizing delay with con-
straints of battery lifetime, data usage and network status. The
authors in [7] study this topic from the view of the content.
They prefetch data to the users based on a recommendation
system, which can be considered as an extension of in-network
caching. [8] proposes to prefetch data to users based on mobile
online social networks to reduce the access delay and enhance
the satisfaction of mobile users. However, these works do
not consider the mobility of the user and prefetching data at
ANs. To fill the lack of AN prefetching, by predicting users’
next associated AN, [6] proposes to prefetching packets to
possible ANs so that the handover delay can be reduced. [9]
also proposes a prefetching scheme of ANs, but focuses more
on the integration of video rate adaptive.

Although those studies have been used to realize and opti-
mize the prefetching, a joint and adaptive prefetching scheme
integrating UE and AN is lack of sufficient research. To fill
this gap in the mobile network is not straightforward by just
combining those two prefetching schemes because the network
should dynamically select the location to prefetch the data
(e.g., ANs or UEs), and the volume of data that it can (or needs
to) prefetch. Thus in this article, we present a novel framework
and scheme that can support adaptive prefetching to guarantee
the QoE and improve the utility. The main features of our
proposed works are summarized as follows:

• A novel prefetching scheme enabling adaptive UE and
AN prefetching is proposed in this paper. The proposed
mechanism takes the current and future status of the
network, such as user mobility, network load, network
costs, current buffer status and QoE of the user into
consideration.

• A potential solution of optimizing prefetching is proposed
with constraints regarding physical resource limitation
and QoE requirements. The problem is formulated as a
convex problem that can be solved efficiently.

• To realize a network-aware prefetching, new functional-
ities are required. Thus, a novel architecture, including
necessary network functions (elements) and correspond-
ing operations (call flows), is proposed.

The rest of this paper is organized as follows. Section
II introduces the system model of the presented problem.
Section III formulates the presented problem and describes



general architecture and operations of the proposed adaptive
prefetching. Simulation results are discussed in Section IV.
Finally, we conclude this study in Section V.

II. SYSTEM MODEL

To realize adaptive prefetching at UE and ANs, we assume
that two types of caches are enabled at the UE and ANs
separately for each application traffic flow, such as protocol
data unit (PDU) session in 5G [10]. For any user served by
the network, the first type of cache can be the regular buffer
assigned to the application and is used to cache content at
the device. When the channel is predicted to be worse than
required data rate or an outage is possible, the network may
request the UE to prefetch more data. The second cache is used
for ANs to prefetch more data to the RAN when backhaul is
underloaded or a low-cost AN is predicted to serve the user.

In this paper, we consider the downlink transmission case in
a cellular network comprised of a set J prefetching-enabled
access nodes (ANs) and a set i ∈ I of users. If user i is served
by the AN j, an association indicator aij = 1; otherwise
aij = 0. Those ANs connect to the core network (CN)
through wired backhaul links with fixed capacities Lj (e.g.,
bps). The total bandwidth of spectrum used for associated
users is Wj of AN j. Each user can be served by one or
multiple ANs [11]–[13] with allocated radio access data rate
ri. Obviously, ri depends on the spectrum bandwidth (number
of sub-carriers if OFDMA system is considered) assigned by
the corresponding AN j as well as the spectrum efficiency (SE)
γij , j ∈ J of the link. Without considering small-scale fading
(e.g., frequency-selective fading), by using Shannon bound, the
average UE i’s SE γij (bps/Hz) over the scheduling interval
is calculated as γij = log

(
1 +

gijpij
σ0

)
, where gij is the

large-scale channel gain that includes pathloss and shadowing
between the transmission AN j and the receiving UE i. pij
(Watt/Hz) is the normalized transmission power on the link
between i and j. The fixed equal power allocation mechanism
is used, which means transmission power pij is the same for
all frequencies. σ0 is the power spectrum density of additive
white Gaussian noise.

According to [1], each user can have multiple data flows
(PDU sessions) for different applications. Thus, we assume
that total a set Fi of flows are running at the same time at
user i. We denote the radio access and backhaul bandwidth for
each flow fi as rfi (bps) and lfi (bps), respectively. Moreover,
the caches allocated for flow fi at UE i and AN j are denoted
by bfi and cfi . The maximum cache spaces of UE i and AN
j are Bi (bits) and Cj (bits), respectively.

The fact of exhausted caches can lead a frozen transmission
from AN to UE or a frozen streaming at UE. Thus, to avoid
this annoy situation at any time, both caches for buffering flow
fi should be larger than thresholds b̄fi and c̄fi . However, to
reach this purpose, the network needs to predict the possible
radio access and backhaul bandwidth of each flow. Let us
denote the scheduled bandwidths from current time t to t+T
as rfi and lfi , respectively. Similary, the predicted scheduled
bandwidths from current time t+ T to t+ 2T as rTfi and lTfi .

Obviously, the remaining cached data of UE cache bfi and
AN cache cfi for flow fi after 2T should hold the contstraints
that bfi and cfi are larger than b̄fi and c̄fi .

III. ADAPTIVE PREFETCHING OF MOBILE DATA IN 5G
NETWORKS

In this section, the proposed adaptive prefetching scheme
is presented. Firstly, the optimization problem is formed and
transformed into a convex problem. The implementation of the
proposed scheme is described at last.

A. Problem Formulation

The prefetching data problem can be considered as a scheme
of allocating resource in advance so that we can model the
prefetching as a network resource allocation problem.

1) Variables: In the next generation mobile network, 5G,
heterogeneous networks are proposed to support the high
demand of coverage and bandwidth, so that it is important
to select an appropriate node. Similar to existing studies [12],
[14], in this paper, besides aij ∈ {0, 1}, we use aTij ∈ {0, 1} to
indicate the predicted association relationship after T seconds.
aTij = 1 means UE i is served by AN j at the time t + T
while atij = 0 means the opposite. To maintain the caches in
a certain level, the network should schedule the bandwidths
of both radio access links and backhaul links appropriately.
Thus, as mentioned before, two types of variables are defined
in this paper, which are rfi and lfi as well as rTfi and lTfi .

2) Objective: In this paper, we deploy a utility function
based on the proportional fairness (PF) scheme [12]. The
utility is the aggregated log-based utility of the achieved rate
of each user shown as the following equation.

U =
∑
j∈J
i∈I

aij log

∑
fi∈Fi

rfi

+
∑
j∈J
i∈I

aTij log

∑
fi∈Fi

rTfi

 ,

(1)
where the second part is based on the predicted network
information.

3) Constraints: To satisfy the prefetching request, the re-
maining cached data of UE and AN for flow fi after 2T should
be larger than b̄fi and c̄fi , shown as follows:

b0fi︸︷︷︸
existing data

+

downloaded data︷ ︸︸ ︷∑
j∈J

aijrfiT + aTijr
T
fiT


− Dfi︸︷︷︸

consumed data

≥ b̄fi ,∀fi,

(2)

and

c0fi︸︷︷︸
existing data

+

downloaded data︷ ︸︸ ︷
aij lfiT + aTij l

T
fiT

− aijrfiT + aTijr
T
fiT︸ ︷︷ ︸

transmitted data

≥ aTij c̄fi ,∀fi, j,
(3)



where Dfi is the consumed data (e.g., played video) and T
(seconds) is the scheduling interval. Moreover, as all cached
data are limited by the storage space, following constraints
should hold:∑
fi∈Fi

b0fi +
∑
j∈J

aijrfiT +
∑
j∈J

aTijr
T
fiT −Dfi

 ≤ Bi,∀i,
(4)

and∑
i∈I

fi∈Fi

(
c0fi + aij lfiT + aTij l

T
fiT − aijrfiT + aTijr

T
fiT
)
≤ Cj ,∀j,

(5)
where I means the set of users that will be associated to AN
J after two scheduling interval 2T based on the prediction of
the network status.

Besides (2)-(5), following constraints should hold due to
physical resources limitations. Firstly, the scheduled radio link
bandwidth should not exceed the capacity of the feasible
spectrum, which can be formulated as∑

i∈I

∑
fi∈Fi

aijrfi

γij
≤Wj ,∀j, (6)

and ∑
i∈I

∑
fi∈Fi

aTijr
T
fi

γTij
≤Wj ,∀j. (7)

It should be noted that γij is based on current observation of
the channel status, but γTij only is based on the prediction
of the channel status. Apparently, the predictions are not
exactly accurate. However, since the prefetching scheduling
is much slower than the varying of channels, we assume
the prediction of average channel status is accurate enough.
Similarity applied to the backhaul,∑

i∈I

∑
fi∈Fi

aij lfi ≤ Lj ,∀j, (8)

and ∑
i∈I

∑
fi∈Fi

aTij l
T
fi ≤ Lj ,∀j. (9)

Thus, given the objective function, variables and constraints,
we can define the adaptive prefetching problem P0 as follows:

max U

s.t. C1 : rfi , r
T
fi , lfi , l

T
fi ∈ R+,∀fi,

aij , a
T
ij ∈ {0, 1},∀i, j

C2 :
∑
j∈(J)

aij ≤ 1,∀i

∑
j∈(J)

aTij ≤ 1,∀i

C3 : (2)− (3), C4 : (4)− (9).

(10)

Constraints C1 and C2 are domains of variables. Constraints
C2 limit the associated AN to be only one. Constraints C3 are
our prefetching requirements and constraints C4 are resource

limitations. Unfortunately, the mix integer variables result in
the problem a mix-integer non-convex problem (MINLP) that
generally is NP-hard and intractable in scheduling [15].

B. Problem Transformation

To make problem (10) tractable, some transformations are
needed to approximate it to a convex problem. Following the
approach in [12] and [16], we relax aij and aTij in (10) to be
real value variables that aij ∈ [0, 1] and aTij ∈ [0, 1]. Relaxed
aij and aTij can be interpreted as the time sharing factors that
represent the ratios of time when UE i associates to BS j [16].
Moreover, the multiple-association scheme is realized by the
packet duplication [13], which means one UE can be served
by multiple ANs to enhance the reliability.

To overcome the multiplication relationship between asso-
ciation indicators and links bandwidths, we make following
variable substitutions shown as r̃fij = aijrfi , r̃

T
fij

= aijr
T
fi

,
l̃fij = aij lfi and l̃Tfij = aij l

T
fi

. To avoid non-applicable

results, let aij log
(∑

fi∈Fi

r̃fij
aij

)
= 0 when aij = 0 and

aTij log

(∑
fi∈Fi

r̃Tfij
aTij

)
= 0 when aTij = 0. The reformed

objective function is then presented as

Ũ =
∑
j∈J
i∈Ij

aij log

∑
fi∈Fi

r̃fij
aij

+ aTij log

∑
fi∈Fi

r̃Tfij
aTij

 .
(11)

(11) is jointly convex of r̃fij , r̃
T
fij

, aij and aTij , because Ũ

is the well-known perspective function [17] of r̃fij , r̃
T
fij

, aij
and aTij

1. Due to the limited space, the detailed substitutions
applied to (2) to (5) and (6) to (9) are not presented. The
relaxed problem of problem (10) can then be shown as

P0 : max Ũ

s.t. C̃1 : r̃fij , r̃
T
fij , l̃fij , l̃

T
fij ∈ R+,∀fi,

aij , a
T
ij ∈ [0, 1],∀i, j

C̃2 :
∑
j∈(J)

aij ≤ 1,∀i

∑
j∈(J)

aTij ≤ 1,∀i

C̃3 : (2̃), (3̃)

C̃4 : (4̃), (5̃)(6̃), (7̃), (8̃), (9̃)

(12)

As the objective function is a convex function and all
constraints are linear, the problem (12) is a convex problem
that can be solved by a lot of efficient methods (e.g., interior
point method). In this paper, CVX [19] is used to solve the
problem to get the adaptive prefetching solution.

C. Implementation of the Proposed Adaptive Prefetching

As we mentioned in above subsection, the adaptive prefetch-
ing based on the current and future channel conditions of
users and the status of the network. Thus, in order to predict

1Ũ is a continuous function, a similar proof can be found at [18]



Fig. 1: Adaptive prefetching architecture.

the possible status of UE mobility, the 5G network needs to
be equipped with functions that can predict mobility patterns
(e.g., locations and handovers).In the control plan of 5G
architecture [1], Access and Mobility Management Function
(AMF) has the mobility context of users.Thus, AMF can
obtain potential mobility patterns (e.g., locations or areas) of
users; this information will be delivered to another entity called
Session Management Function (SMF).

SMF is a core network (CN) function entity as well that
manages and monitors services (protocol data unit sessions)
of the network [1]. To improve the network performance, the
SMF is requested to be able to handle a QoE-aware report
from UEs [3]. For example, the SMF interacts with UE and
content servers to coordinate the video segments transmission.
In the adaptive prefetching, the SMF tries to optimize the
QoE of UEs by taking consideration of the QoE report from
UEs and the predicted network information from the AMF.
Thus, the SMF takes responsibilities of several key functions
related to adaptive prefetching, such as the QoE optimization,
sending the request, and coordinating network elements in the
UP of both the RAN and CN. The SMF needs to evaluate
if prefetching is necessary or not by solving the problem
(12). If the prefetching is active, the SMF also has to decide
where to prefetch and how many data should be prefetched.
Moreover, the users data base (DB) stores historical data that
are used to assist the prediction and evaluation. The predictions
and corresponding applications are understudying by both
industrial and academic research [20], [21].

To prefetch data adaptively at UEs or edge ANs, both
UE, ANs, and packet-gateway (PGW) should be prefetching-
enabled. Specifically, if prefetching is active wherever to
prefetching, a higher data rate is necessary for this specific
traffic flow along with both the backhaul and optional (user
prefetching) air interface. Thus, QoS requirements of this
specific flow should be able to be modified dynamically.
Moreover, since data will be downloaded at UEs and ANs,
buffers at UEs and BSs should allow longer holding time. To
make a better performance, prefetching requests a large buffer
size, which is available currently due to the lower price of
storage and the emerging wireless edge caching.

Fig. 1 shows the main logical entities involved in the
adaptive prefetching. From a network view, thanks to the user-

centric concept in 5G [22], [23], data can be prefetched not
only at the serving AN but also a potential serving AN. SMF
can set dynamically a user plane (UP) path to where the
prefetching is needed. As shown in Fig. 1, Scenario 1 is a user
prefetching case where the data are delivered from a content
server to the buffer of the UE directly. Scenario 2 is a typical
AN prefetching case where data firstly are pre-downloaded at
the AN then delivered to the UE when the UE is served by
the corresponding AN.

To realize adaptive prefetching, three phases of operations
need to be performed by the network and UEs, which are
1) prefetching preparation, 2) prefetching request, and 3)
prefetching. Moreover, a well-designed signaling protocol is
another critical component. As shown in Fig. 2, we design a
call flow that is used for UE prefetching and AN prefetching. It
should be noted that this is just an instance and more signaling
protocols are necessary for specific different services. Here, we
use Fig. 2 to illustrate the three phases of prefetching opera-
tions. Steps 1 and 2 are the regular downloaded procedure.

• Preparation: Steps 3 to 5 show the necessary signaling
exchanges between UE and other network elements to
acquire prefetching information. At step 3, both the ANs
and backhaul also need to send the network status (e.g.,
traffic load and radio links capacity) to the SMF for
the further prediction. The QoE report is sent to SMF
while AMF predicts the location of the user in the next
server time periods (e.g., seconds to minutes) by using
information from the UEs and ANs and report them to
the SMF. The SMF calculates the future data rate of
the backhaul and radio links that can be allocated to
users. In this phase, SMF has to handle application-aware
QoE reports including buffer status from UEs. Based on
the information from QoE reports and future data rate
report, the SMF makes decisions on the future achievable
bandwidth for UEs, potential prefetching locations and
recommends prefetching size (data size or video length).

• Request: Steps 6-9 and 12-16 show the request phase of
prefetching. In this phase, the SMF firstly sends a request
and corresponding information to UEs who may need
prefetching. If the UE accepts to prefetch data, it sends
Acknowledgement (ACK) back to the SMF; otherwise,
negative-Acknowledgement (NACK) is sent. If the SMF
receives ACK, it needs to inform the related network
elements to modify the QoS of flows that will carry
the prefetching data (steps 8-9). Once AN prefetching is
active, the selected AN needs to allocate buffer resource
to corresponding flows and holds them for the longer time
if necessary. If other ANs are involved, new UP paths
may need to be set up. It should be noted that to avoid
exhaust radio resources, the packets stalling at the buffer
used for prefetching may be set a different priority rather
than regular packets (steps 12-16).

• Prefetching: In the prefetching phase (steps 10-11 and
17-19), the application at the UE sends requests of
extra data. According to the decision made by SMF,



Fig. 2: Message exchange for supporting the adaptive prefetching.

the network should assist the involved ANs to prefetch
the data. Taking the DASH service as an example, the
content application sends video segments requests to the
content server. It should be noted the prefetching phase is
independent with the ANs, which means that the AN is
transparent to this phase. Technically, this is just a regular
data request procedure.

As the support of SDN and network virtualization in the
CN and the RAN of the next generation mobile network has
been proposed, those function entities may just be software
applications that are located in one controller. Thus overheads
between those entities can be ignored to a large extent.
Moreover, the softwarization of the CN enables that signaling
protocols of other services can be easily obtained based on
modifications of the given example.

IV. SIMULATION RESULTS AND DISCUSSIONS

Simulations are conducted to evaluate the performance of
the proposed adaptive prefetching scheme. A mobile network
with 120 users and 10 ANs is considered. ANs are located
along with a road at where users move with the average
velocity of 55 kmph. The video consuming bandwidth ranges
from [1, 3] Mbps. The remaining simulation setups are listed in
Table I. Three scenarios of different distributions of UEs and
ANs are considered. In D1, equal AN spacing and uniform UE
distribution are considered. In D2 deploys both uniform UE

TABLE I: Simulation parameters

Number of users 120
Number of BSs 10
BS distribution 1-D Line, randomly
Minimum Inter-BS distance 250 m
Average Inter-BS distance 500m
Spectrum bandwidth 10 Mhz
Transmission power 46 dBm
Backhaul capacity 50 Mpbs
Users distribution uniform distribution
Mobility average speed = 15 m/s
Average video rate 2 Mpbs
Video rate distribution Gaussian
Simulation Length 1000 s
Starting play buffer 1 s
Predicted cycle length [2,3,5,10] s
Maximum prefeching buffer of users [2,5,10,20] s
Maximum prefeching buffer of BSs [2,5,10,20] s

and AN distribution. We group UEs to several small groups
(e.g., a bus) in D3 where the uniform AN distribution is
assumed. Obviously, D3 is the worst case, as traffic may boost
according to the clustered users.

Fig. 3a illustrates simulation results for the 3 scenarios.
As the plots shown, simulation results for each of the three
distributions with no pre-fetching (NP) have a higher average
stalling ratio compared to the results with pre-fetching. There-
fore, pre-fetching data is effective to improve the network
performance. As shown in Fig. 3b, in this experience, the
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Fig. 3: Average stalling ratio of different schemes

effects from buffer size of both caches of UE and AN are
evaluated. With the increase of cache size, the average stalling
ration of the UEs decreases significantly. It should be noted
that the performance shown by buffer size of 10 seconds is
similar to its peer of buffer size of 20 seconds, which means
that increasing the cache size of ANs cannot always enhance
the performance.

The minimum requirement of caching size is the main
parameter that affects our proposed scheme. Thus, in Fig.
3c, we test the influence of the threshold b̄fi . Shown in the
figure, when the system requests the UE to maintain at least
10 seconds content, the stalling ration is approaching zero.

V. CONCLUSIONS

In this paper, an adaptive prefetching scheme has been
introduced to improve the network performance. To realize
this adaptive scheme, a system and methods were proposed
to retrieve users data to ANs and (or) UEs before actual
requests are made, where the corresponding architecture and
operations were introduced. Simulation results have shown
that the proposed scheme enhances the experience of UEs.
Our future works are considering the enhancement brought by
multiple access edge computing.
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