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Linguistic I nterpretation and Cognitive Science
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[Presented as the Opening Addressat the Phil osophy in Cognitive Science Conference
(PHICS), September 28", 2001]

| have threesimple amstonight. My first aim isto introduce adebate that is currently
raging in phlosophy of language. In particular, | want to contrast threeways of thinking
abou linguistic interpretation, within linguistics and phl osophy of language. Aim two is
more important still, given the theme of the conference | want to highlight several
relatively unfamiliar ways in which cognitive science can impad on that debate ebou
linguistic interpretation. In particular, | will present evidence @ming from the broader
cognitive disciplines, abou which of these threeviews might be best. That’ s the stuff
abou how cognitive science and phlosophy intersed. Let me be dea: my hopeisnat to
settle the isue @ou which of the threeviewsis corred, nat least because what foll ows
simplifiesisaes quite abit. On the one hand, the views presented are to some extent
caicaures, rather than pasitions that anyone explicitly adopts; onthe other hand, the data
offered for and against the views are much more complex than what can acarately be
described in asingletalk, and to a general audience d that. Worse, evenif | had al night,
the pod of dataremains very much incomplete. So, thistalk shoud be taken as (at best) a
rough-and-realy introduction to a debate, intended to encourage further empirica work
beaing onthe philosophicd question. | said | had three @ams. Oneis misgng. Aim three
israther less ®rious, bu rather more fun: | aim to show you some pictures from my

Summer vacdion. Why? Because | can!

The Code Model
According to afamiliar way of thinking about language, alanguage is a system of shared

rules -- a mmplex agorithm or code -- which, in advance of occasions of interpretation,
completely determines the meaning of utterances. True, the wde nealsto take & inpus
nat just the form of the thing uttered, bu also a (quite limited) set of contextual
parameters. For instance, a heaer of ‘| was born here 35 yeas ago’ won't know what



was said, in the sense of knowing what would make the saying true or false, unesshe
knows who spoke (“Whois'l'?"), abou what place(“Whereis ‘here’ ?"), and when (*35
yeas before when?’). But once spedker, addresee time, place ad afew other fadors
are spedfied, employing alanguage, onthisold-fangled view, is smply applying the
algorithm in question. Because the dgorithm assgns meanings compasitiondly (i.e., the
meaning of the whadeis exhaustively determined by what the parts mean, and hav those
parts are put together), and becaise the compaositionisreaursive (i.e., the dgorithm can
take asinpusthings which it itself creaed), knowing the “code” explains the aility of
the heaer to interpret an (in principle) unlimited number of nowvel utterancesin a
systematic way.

Many phil osophers of language now doult that any such algorithm can ouput the
complete meaning of utterancesin context. They have thus given up onthe Unrestricted
Code Modd. That's becaise the “code” would need to handle irony, sarcasm,
implicaure, metaphar, jokes, ill -formed uterances, and so forth. And hendling that kind
of speed would require a"code" that encompassed nealy everything the agent knows.
For instance, consider understanding the foll owing jokes:

“Question: What is yellow, and looks like apale? Answer: A yellow pale.”

“Question: How many surredi sts does it take to screw in alight bulb? Answer:

Fish.”

Understanding this would require not just contextual fadors like speder, heaer, time,
place etc., bu aso "inpus' abou the ailtural context of the spedker, spedfic linguistic
pradices (e.g., the “What is...” and“How many...” forms of joke), information about 20"
movementsin art, etc. Moreover, hov well this purported "code" works seensto depend
upon hav smart the user is. But that'sno kind d "code" at all. To take another example,
suppase Christopher says, “Would you like some c&e?’, and Benreplies, “It’s
Passover”. We dl know that Ben has just refused the off er of cake. But imagine filli ng in
everything required to algorithmicdly generate the complete understanding of Ben's
utterance It'sjust nat plausible that humans know any such agorithm.

Still, ore uld retain the hope that the Code Model would at least acourt for the
interpretation o literal speed. Paul Grice, who dayed alarge part in getting people to
give up the Unrestricted Code Model, nevertheless ansto have been inclined to think



that this code-based approadched worked fine for literal talk. For instance, he felt that it
could acoount for what isliterally said — though na for what is conversationally
implicaed and so forth. And this brings us to the first “view” that | will discuss the
Restricted Code Model.

The Restricted Code Model: To arrive & what isliteraly asserted (or asked, o

commanded) by an utterance, it is sufficient to take the disambiguated meaning

assgned to the expressontype by the ade, andfill i n the reference of any

context-sensitive dements foundin the syntax of the expresson tered.
The thesis has been explicitly endarsed by Jason Stanley, who arguesin his paper
“Context and Logicd Form” that all effedsof extra-linguistic context on the truth-
condtionals of genuine speed ads — assrtions or otherwise -- are tracedle to logicd
form, i.e., elementsin the adual syntadic structure of the sentence uttered. (2000, 391
2.) Heisjoined in this by Emma Borg, Ernie Lepore, Zoltan Szabo, and numerous others.

Now, there seem to be lots of cases of perfedly literal talk in which masses of
genera purpose knowledge, and lots of general purpose intelli gence, are required to
arrive & utterance meaning. Nor isthis knowledge and intelli gence brought to bea solely
to asdgn referents to context-sensitive dements of syntadic structure. Hence even the
Restricted Code Model might bein troulde. Thus, as Charles Travis nates, if Samir
makes clea that he's thirsty, and Kirit replies ‘ There's ome @mkein thefridge’, Kirit
seansto haveliterally asserted that there is adrinkable quantity of coke in the fridge.
(E.g., hisclam would befalseif the only coke in the fridge were a ©lastain on ore of
thewalls.) And,acrding to JohnPerry, when Silvita utters the sentence* It sraining’
while watching rain dropsfall out her window in Paris, she sssertsthat it israining there,
in Paris. Crucialy, however, there gppeasto be noindexicd in (1) that denates the
guantity of coke; nor isthere an indexicd for placein (2).

1. There's osme ke in thefridge
2. It'sraining

Similar examples can be foundin the writings of Kent Badh, Robyn Carston, Francois
Récanati, JohnSeale, Dan Sperber & Deirdre Wilson. To give onefinal example, dea to
my heat in more ways than org, if | show you a picture of me standing there with a big

fish, and say ‘ From the St. LawrenceRiver. Abou 35 pound. Caught on 20 poundine.’,



| assert that the demonstrated fish came from the St. Lawrence, weighed about 35
pounds, and was caught on 20 poundine . To seethis, naethat if | had adually bought
the fish down in the ByTown Market, and then had my picture taken with it, later uttering
(3) intending to decave, | would havelied.

3. From the St. LawrenceRiver. Abou 35 pound. Caught on 20 poundine.
Andyet, say |, the expressonsin (3) are dl predicaive, na propasitional. Let’sfocus on
thefirst. Syntadicdly, it isaprojedion from the preposition ‘from’, na a projedion
from an infledional element. Henceit isn’'t syntadicdly a sentence It is g/ntadicdly a
prepaositional phrase. Semanticdly, it appliesto individual objeds: in particular, and pu
crudely, it applies to things come from the St. LawrenceRiver. The expressonisnot the
sort of thing which can be true or false. In the jargon d Montague grammar, (3) is of
semantic type <e t>, na of semantic type <t>. It isn't even the kind d thing which, orce
disambiguated, and with the context-sensitive dotsfill ed in, istrue or false. Nouns and
NounPhrases can’t be true or false, and reither can Prepasitional Phrases. And yet, or so
| have agued, such things can be used to make literal assertions. If that’ s right, then there
isyet another reason for rgjeding the Restricted Code Model.

These sorts of apparent courterexamples have occasioned two quite diff erent
readions. On the one hand, certain theorists have tried to rescue the Restricted Code
Model. Thisfirst readioncan be pursued in at least two ways. First, atheorist can rejed
the daims abou what is asserted in these caes. She can say, for instance, that nothing is
literally asserted in using (3). In which case, there can be noworry abou “what is
aserted” going beyondwhat the structure determines. Asfor the other examples, she
could insist that what isliterally asserted in using (1) isthat thereis ssme quantity of
coke, however minimal, in the fridge; similarly, in utering (2), what the spedker can be
held to have asserted isjust that it israining, nd that it israining at any particular place
Here ajain, there would then be nothing “extra” in what is asserted, beyondwhat
structure provides. Emma Borg has been pressng thiskind d line. The secondalternative
for saving the Restricted Code model isto accet the daims abou the content of what is
aserted, bu deny that this adually violates the Sufficiency Thesis because there are
mor e context-sensitive elements in the structure produced than what meets the eye. This

isJason Stanley’s drategy. He aguesthat there ae unpronourced e ements of structure



in (1) through (3). This makes /from the St. L awrence River/, for instance structurally
ambiguous. the sound attern sometimes corresponds to aplain-old predicate, of type <e
t> -- e.g., when it occurs embedded in alarger structure; but sometimes the same sound
corresponds to something of type <t>, spedficdly it has this diff erent structure when it
occurs unembedded. | will return to these a@temptsto save the Code Mode at the end.

Alternatively, ore can read to these murterexamples by abandoning the Code
Model altogether, restricted or otherwise. The questionthen is: What shoud we substitute
initsplace? | turn to that now.

View #2. The Inference Model
On the Code Model, alanguage is a system of shared rules -- a complex agorithm or

“code” -- which, in advance of occasions of interpretation, and given a quite limited set
of contextual parameters, either completely determines the meaning of utterances
(unrestricted version), or mostly determines the meaning of utterances (restricted
version).

Employing alanguage, onthisview, emphaticdly is not a processof "guesdimating"
what a spedfic utteranceliterally means. True enowgh, interpretationis credive onthe
Code model, in the sense of being compositional and reaursive. But it is not credivein
the sense of requiring clevernessand imagination— except possbly when it comesto
disambiguating and assgning referents to context-sensitive dements.

Thefirst dternative to the mde model takes predsely the oppasite line: linguistic
interpretation is no more the blind applicaion d a deterministic code than coming up
with a scientific theory, or awork of art, is. On the Inference @wnception, interpreting a
person's geed isjust one more way of pragmaticdly “finding one’ s way aroundin the
world”. And linguistic interpretation is one more example of being smart.

What tends to go along with this, isarefusal distinguish “knowledge of language”
from other sorts of knowledge: there ae just inferentia abiliti esto ded with things.
Despairing of finding atradable ade, or set of codes, that suffice even for linguistic
interpretation, the Inference model abandors the seach for codes atogether, and paits
instead a duster of general purpose ailiti es, plus randam bits of leaned information, that

alow usto find ou way aroundin the world. True, some of thisleaned informationis



pre-theoreticdly cdled “knowledge of language”: e.g., we say that the tourist knows what
‘juego de naranja’ means becaise he produces these sounds at barsin Spain when he
wants orange juice But, onthisview, there is no genuine line between knoving what this
soundmeans, and knaving about orange juice (When you knaw that podatrists trea
ailments of thefoat, isthat knowledge @ou podatrists, or knowledge aou the meaning
of theword ‘podatrist’? On this view, that is abad question, since no such robust
distinction exists.)

Seawnd Respornse: The Hybrid Conception

A secondresponrse to the faili ngs of the mde model, ore that | personally find much
more plausible, goeslike this. A language isindeed a spedali zed system of shared rules,
a complex algorithm. Moreover, the dgorithm is compositional and reaursive. But the
algorithm, though it is necessary, is nat anything like sufficient for utterance
interpretation: the dgorithm does nat, in advance of occasions of interpretation,
determine the meaning (of even o literal utterances) all onits own. Spedficdly, the
agorithm often dees nat -- even given the dorementioned contextual parameters like
speder, time, etc. —inevitably assgn something propasitional to the utterance Rather, it
(often) assgns omething which must be "completed” or "enriched” to arrive &
something truth-evaluable. Thus, though knowing English (and yes, thereis sich athing
onthisview) isrequired for understanding English speed, it isn' t enough- nat even
when supdemented by knowledge of the highly constrained contextual fadors like
addressee time of utterance etc. Call thisthe Hybrid conception.

Linguistic interpretation, so conceved, involves not only the processof applying
the speaa-purpose dgorithm, but some other processas well. It isthe second pocess
which dces the completing/enriching. Of particular interest recently is the ideathat the
additional processisone of drawing general purpose inferences, to arrive & all-things-
considered judgments abou what the utterance meant. (Where this means not that al
things have been considered, which isimpossble given the time constraints, but that
anything which the person knavsisrelevant in principle.) Employing alanguage would
thusinvalve two qute distinct processes, neither of which isindividually sufficient for

discovering the meaning of the utterance Thefirst processis algorithmic. But the second



isnat: it isnondeterministic inference (Both processes are "credive”, bu in qute
diff erent senses: the former is creaive in the sense of invalving a generative procedure;
the seaondis credive in the sense in which an artistic aedionis.)

Let me sum up the mntestants before | go on.| have presented three gproacies
to linguistic interpretation. Well, four acdualy.

» Thefirst, the Unrestricted Code Model, was put aside & pretty much anon
starter. It said that the complete content of an utterance— including impli catures,
metaphaica content, etc. — could be cmputed by applying alanguage-spedfic
algorithm. I’'m hesitant to pin thisview onanyonein particular. As| noted at the
outset, the views I’'m canvassng here aeto a cetain extent caricaures, andthisis
espedaly true here. What | can tell thase of youwho want to lean more, is that
people who have been acaused of halding thisfirst view include rabid generative
semanticists, Systemic Functiona li nguists, and “semioticians’. The remaining
threeviews were more promising.

» TheRestricted Code Model said that the literal content of the utterance e.g., what
was literally asserted, could be determined by taking what the code assgned to
the disambiguated expressontype, andfillingin all context-sensitive slots
provided by syntax. That is, taking asinpu only the sound poduced and a (quite
limited) set of contextual parameters, it was suppcsed that the literal content of
the utterance ould be determined. As noted, numerous certain recent
philosophers have eplicitly endarsed this view: Jason Stanley and Zoltan Szabo,
for instance, have agued for it in recent journa articles. And bah Emma Borg
and Ernie Lepore have flirted with the ideain draft manuscripts. Other
phil osophers who you might read, to learn more aou this orientation, include the
ealy Davidson and Paul Grice

» Thelnference Modd denied that a ade was aufficient even for arriving at literal
content, and kesicdly gave up onthe seach for any kind d language-spedfic
code. Charles Travis has been explicitly pushing this line recently. One dso
thinks here of the later Wittgenstein, Davidson past-“ Derangement”, and maybe
Derrida. Certainly someone dtraded to the Inference Model would dowell to

read these phil osophers.



* TheHybrid Model also denied that deaoding, disambiguation and reference
assgnment to indexicads were sufficient for getting literal content; but, in contrast
with the Inference Model, proporents of the Hybrid Model still saw aneed for a
discrete language-spedfic code to cary the interpreter part of the way. Expilicit
proporents of the Hybrid Model include Carston, Récanati, and Sperber &
Wilson. Oh yes, and me.

What remainsisto choose between the threepromising models. But | haven’t the

time, or the evidence to help you make that deasion. What will emerge, however, is

that evidence from cognitive science ca bea pretty diredly uponwhether the Code

Mode shoud be given up-- in part, or altogether; and also onwhat shoud replaceit.

Choasing Between the Conceptions

Is there anything to dedde between these threeways of looking at linguistic
interpretation, dher than phlosophicd intuition? In faa | think there is, oncewe accet
an important methoddogicd point about the phil osophy of language. Everyone ajrees
that it would be foolhardy to pursue philosophy of biology in total abstradion from the
empiricd biologicd sciences. Surely, say |, philosophy of language owes empiricd debts
too. In particular, and this certainly part of the paint of tonight’s paper, phlosophy of
language owes empiricd debts to the various cognitive sciences. Given this, | think there
ismourting empiricd evidencein favor of the Hybrid approac.

Consider the psychadogicd concomitants of the threemodels. The Code Model
and the Hybrid Model are bath moduar, in something like Jerry Foda’s nse. Both
paosit alanguage-spedfic devicefor interpretation, the placewhere the mwdeis dored. On
the Code Model, the inpu to this deviceis the sound poduced, and the few contextual
fadors. The output isthe literal content of the speedt ad. The psychaogicd concomitant
of the Hybrid Model, in contrast, goes more like this: here too, there is alanguage-
spedfic sub-faaulty, what Chomsky cdl s the Language Faaulty, in which the dgorithm is
stored; and there is another comporent of the mind-brain, cdl it the "Central System”,
where inferences get drawn; and both of these sub-faaulties play an essential rolein the
comprehension d speed, litera or otherwise. (The secondsub-faaulty playsarolein

much else besides, of course. It is, | reped, na language-spedfic.) In contrast, the



psychologicd commitment of the Inference @nception would have to be that there ae
not mental sub-faaulties at al, bu just one giant “mush” that allows usto get aroundin
the world. Thiswould be the way of cashing out the ideathat there is only one processat
play, in "the mind asawhale". Put in Chomsky’' s competence-performancetalk, the three
conceptions would seethings this way: for the Code Model, the mmpetenceyields the
literal content, but nathing more; for the Hybrid view, more than ore mental competence
always plays a causal role in yielding observed performance, where “performance” here
isarriving at the interpretation, literal and otherwise, of the utterancein context; for the
Inference onception, thereisnoline aound dstinct “competences” at all.

Against the Inferenceview, we shoud nae the existing evidencefor an
autonamous linguistic competence. First, our knowledge of language develops along a
highly spedfic path, in dscrete stages that are shared acossthe world. This development
isextremely rapid: by the aye of threg the arerage child knows more subtleties of
grammar than what have been stated in al the world’ s linguistics journals put together --
yet it would be imposgble to tead them almost anything else of complexity (e.g., abit of
theoreticd physics, or the central fads abou internal combustion engines). Why shoud
such radicd distinctions in cogniti ve development exist, if thereis no genuineline
between knowledge of language and aher kinds of knowledge? More telli ng still , this
grammatica development can take placein infants whose overall cognitive cgadty is
extremely low: children with Willi am’s Syndrome, for example, have nea-normal
mastery of grammar and vacabulary, but 1Q’'s nea 50. Unli ke non-human animals, which
adually do seem to pick uplanguage behaviors by using their “general intelli gence”,
these children must be relying on the language-speafic part of their brain to aajuire
grammar and vacabulary. On arelated nae, linguists are beginning to find genes that are
spedfic naot just to language, bu to particular feaures of language: e.g., thereisa
heritable deficit which, pu very roughly, affedsthe aility to inflea verbs, but leaves
esentialy everything else basicdly intad. Language-spedfic knowledge dso decass
withou impading on general cognitive cgadty in striking ways. For instance, there ae
clinicd casesin which a bili ngual |oses one language (typicdly the native tongue), bu
retains higher cognitive functioning. How can this be described, let alone explained, on

the seaond view? There is al'so emerging evidence of the neurologicd basis of language



which suggests that, though conneded with ather parts of the brain, the language-centers
are neurologicdly discrete. (Note too that these same parts of the brain are used by native
users of American Sign Language -- so it won't do to suppase that they are just centers of
soundreception and production. They are spedfic, rather, to language. Equally
interesting, ASL users exhibit the same developmental stages in language aquisition,
and the same bre&kdown patterns after strokes and such.)

Despite dl this, | don't think we can say that the Inference Model has been ruled
out. Many folks rejed moduarity, and retivism too. Some of them are with ustonight.
And, as those of us working in cogniti ve science know, the agnitive hali sts have their
favourite datatoo: neural plasticity, the successes of conredionist models, the cmplex
and equivocd nature of ead and every aphasia, etc. True, my bets are firmly placed with
those who see a ogniti ve li ne between language and aher things. Being aware of the
highly informed views to the contrary, however, | think ou conclusion tonight shoud be
as much methoddogicd as substantive: that the way forward, in terms of dedding
between appeding to a spedali zed code or nat, requires doing alot more anpiricd work.

Putting the Inference Model aside for now, can cogniti ve science provide datato
dedde between the Restricted Code Model and the Hybrid Model? Actualy, | think it
can. Let mejust hint at some of the evidencel have been looking at.

Emma Borg wants to rescue the Restricted Code Model by arguing that what
appeasto be aswrted redly isn’'t aserted. How can wetell if she'sright? One promising
bit of data comes from a series of experiments by Ray Gibbs and his coll eagues, where
they tested native spedker’s judgments of what waslliterally said. Gibbs et a. foundthat
in cases like (1) and (2), native users of the language described what was asserted as not
there is some non-zero quantity of coke in the fridge but asthere is a drinkable quantity
of coke in the fridge; in the same vein, they would identify what was asserted by Silvita
asnat it israining somewhere or other, bu asit israining herein Paris. | quate their
conclusion:

“The datafrom our four experiments demonstrate that people do nd equate a

minimal meaning [i.e., dsambiguated type meaning, plus reference assgnment]

with what a spe&er says, bu assume that enriched pragmatics plays a significant
rolein determining what is said... These data lend suppat to theories of utterance

1C



interpretation in cogniti ve sciencethat [ maintain that] pragmatics grongly

influences people€' s understanding of what speders bath [literally] say and [non

literally] communicae” (Gibbs & Moise 1997, 5).
| would like to seethese experiments replicated with sub-sentential speed. | exped that
theretoo, adinary speakerswill findthat | asserted that | had caught the fish in question,
onthe St. Lawrence | exped they won't say: “Oh, he didn't make any sort of red
statement at all”.

Jason Stanley, | noted, would rescue the Restricted Code Model by positing
unpronourced elements of structurein (1)-(3).
1. There's sme wmkein thefridge
2. 1t'sraining
Thus unpronourced in (1) is an index for quantity; unpronourced in (2) isan index for
place Now, it would take metoofar afield to addressthe postulation d empty elements
in these caes. Insteal, | will focus here on ore way of handling (3).
3. From the St. LawrenceRiver
Stanley’s propaosal abou this caseisthat thereis an ungonourced subjed in (3), that
refersto the objed indicated (here, that giant carp); and an ungonourced verb +
infledion, that doesthe job d the cpua. One interesting bit of evidence ajainst thisline
comes from language deficits. On the one hand, there is an aphasia that attads the &ility
to produce and undrstanding sentential structures, bu leaves the aility to understand
bare phrasesintad. (SeeChatterjee1995) Presumably these gohasics can’'t be turning a
phrase into an (only partially pronourced) sentencein arder to understand, sincethey
can’'t comprehend sentences. Andthis, in turn, pants towards normal processng as not
invalving the reconstruction d anything sentential either. If so, then the postulation o
hidden elementsin (3) is not warranted. (Similarly, ealier | mentioned afamily which
exhibited a geneticdl y-based inability to ded with infledional elements. What | want to
know abou such people is whether they can understand sub-sentences, which dorit have
to carry infledion, much better than they can complete sentences. If so, thiswould be
further evidencefor the Hybrid Moddl.)

In sum, there ae threequite diff erent ways of respondng to the gparent fail ures
of the Restricted Code Modedl. First, ore can try to save the phenomenon, ly finding less
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as®erted, a by positing more structure. Seand, ore can agreethat no codeis sufficient
even for interpretation, and rejed spedali zed linguistic codes altogether, cdling on
genera purpose intelli gence, together with undfferentiated knowledge éou the world,
to doessentialy everything. That isthe dired the Inference Model takes. The Hybrid
model, the one | favor, suppases that the code model did have something right:

spedali zed and autonamous codes are indeed invalved in linguistic interpretation. The
mistake is to exped the linguistic competencetaken alone to yield complete
interpretations. on the Hybrid Model, inference and genera purpose knowledge ae dso
required, even in literal interpretation.

As| said at the outset, my first aim was to introduce the debate @ou which of
these gproadhesis best. | guessl achieved that. | also wanted to ill ustrate how results
from cogniti ve science might bea on this debate, thereby highli ghting the intersedion
between phlosophy and cognitive science I'm nat sureif | achieved that seacondaim. On
the other hand, my third am was a slam dunk I’'m absolutely certain that | showed some

pictures from my Summer vacdion.
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