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Center for Monetary and Financial Economics (CMFE) Workshop 
 
 
 
A typical day consists of the lecture in the morning part followed by applications and the 
practical exercises in the second part. Applications in economics and finance will be 
considered to illustrate the different methodologies. Exchanges and discussions are 
encouraged. 
 

Outline 

Day 1: Machine Learning and Big Data with Micro Applications 
 
Methods: 
Linear regression and statistical learning 

• Principals of machine learning 
o Prediction vs causal analysis 
o The metrics of prediction 
o Training set, test sets and validation sets 

• Linear regression and statistical learning 

• Bootstrap and cross-validation 

• Regularized regression 
o Ridge 
o Lasso 
o Elastic-net 
 

• Classification and Regression trees 
o Trees 
o Bagging 
o Random Forest 
o Boosting 
o Ranking variables as predictors 

• Deep learning (neural networks) 
 
Applications in class: 

• Machine learning with R 

• Predicting housing prices (continuous variable), defaults on loans (discrete 
variable)    
 

 



Day 2: Machine Learning and Big Data with Macro Applications 
 
Methods 

• Theory of forecasting 

• Factor models 

• Principal component analysis 

• Regularized regressions in time series 

• Cross-validation in time series 

• Support vector machine 

• Complete subset regressions 
 
Applications in class: 

• High-dimensional (data-rich) macroeconomic panels 

• Forecasting industrial production growth (real activity) and CPI inflation with 
Matlab 
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