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This Issue

The eighth issue of IR³ explores a variety of topics relating to critical infrastructure protection, including the use of UAVs for security, response and decision making both prior to and during a major incident, and the use of ionospheric modelling for improved detection of explosive events.

This issue opens with an article by Doug Powell on the adoption of UAV technology for security applications. Although UAVs have the potential to be useful for enhancing security efforts, implementation of the technology requires serious forethought to ensure effective and appropriate use of the technology. This paper identifies issues and concerns for consideration prior to adopting UAV technology.

Bill Isaacs provides an introspective look at balancing “who you know” versus “what you know” from an emergency management perspective. The response to a major incident requires both a strong network of contacts and the knowledge and ability to make the best use of that network.

Ross Johnson applies the Design Basis Threat (DBT) approach to critical infrastructure protection ensuring that as much experience and information as is needed is to handle threat assessment. In this Article Johnson discusses the Vulnerability of Integrated Security Analysis (VISA) process by stepping through a detailed example related to residential security. VISA is shown to be a valuable tool for both the design and enhancement of physical protection systems when used with DBT.

Amaury Caruzzo and John Gyakum discuss the natural hazard-related decision-making processes for the protection of critical infrastructure. They introduce decision analysis in the context of examining space weather hazards that have the potential to have both direct and cascading indirect impacts to critical infrastructure. Decision science is used to create an interdisciplinary research design to address stakeholder concerns.

Ionospheric monitoring is a vital component to the development of space weather operational services with impacts, for example, to high frequency radio communication and GNSS services. Cheryl Huang et al. introduce the importance of ionospheric modelling for the detection of explosive events. They suggest that ionospheric sensing could play an important role in the confirmation of explosive events required, for example, by the Comprehensive Nuclear Test Ban Treaty.

Next Issue:

We invite authors to contribute articles for Issue 9 relating to their experience in the field of infrastructure resilience. Draft articles of 2500 - 4000 words are requested by August 30, 2019. You may not have much time or experience in writing 'academic' articles, but IR’s Editorial Board can provide guidance and help. Your experience is valuable and IR³ provides an ideal environment for sharing it.
Applying Diligence to the Adoption of UAV Operations

Doug Powell, CPP, PSP*
BC Hydro
Email: doug.powell@bchydro.com

I. INTRODUCTION

The security industry, once labour intensive, has long sought to reduce business costs by replacing workers with technology. One might conclude that security has often been a grudge expenditure and that security guard costs have rarely been considered a priority in overall corporate spending. When applying security operations to complex environments, security staffing costs are often the least palatable making technology applications more favorable, overall. Security departments have therefore been early adopters and innovators in the application of many technologies. Security technology (which is just technology applied to security functions) has become a booming business over the past 20 to 30 years as a result.

Security technology has also represented one of the largest investment disappointments over the same period because technology has not always been applied correctly for a variety of reasons. This has most often been due to a limited understanding or lack of research about product limitations and the correct applications of technology. Technology has too often been promised to solve problems where benefits were not subsequently realized. For example, many millions of dollars have been spent on motion sensor technology over the years. These sensors often end up being decommissioned or have caused operational nuisance value because the technology was incorrectly applied. This has been an ongoing, wide-spread problem. This is also true of video technology and many other forms of technology adapted for security uses.

Vendors and manufacturers of various technologies have not always understood the limitations of their products in various environments and have often sold their products without required field testing or research & development work. Field testing is necessary to ensuring the proposed solution meets the intended need. Unfortunately, use cases are often only developed after years of trouble-shooting in an operating environment. This is a painful way to adopt technology. Security technologies have been applied in countless applications without the appropriate skill sets in place to provide technical assurance and good oversight. Without technical competencies applied, with testing in place and use cases researched, adopting new technologies can become a disappointment and lead to additional expenditures to compensate for the problems caused by the failed application. This has negative consequences within the organization as poor buying decisions do not lend themselves well to future funding requests or program support.

Industry has been quick to consider UAV technology for security applications, for a variety of well-intentioned uses. When considering UAV operations we are typically only speaking of segments of the security industry, or industries where UAV operations might reasonably enhance security efforts. An important concern regarding the diversity of the security industry is not in the possible applications for UAV technology, but rather the manner in which new technology is adopted. Serious forethought and diligence are needed prior to adopting UAV technology, but may not always be well applied. Deploying UAV technology comes with important questions and
requirements that need to be addressed as a first priority. The technical competencies needed to apply technologies to security solutions are too often missing and may not even be thought of as necessary.

Adopting UAV technology requires that lessons of the past be considered and not repeated. Technology and IT project management practices have also become leading edge and need to be applied to the adoption of UAV technology. This paper considers some of the fundamental issues and questions that should be inherent in the decision process leading up to UAV adoption.

II. PRACTICAL CONSIDERATIONS

Needs and Competencies

Any organization considering the use of UAV technology must consider what problems this technology is intended to resolve. To avoid leaping into new territory and all the work a technological shift requires, addressing need and understanding the problem (or gap) to be solved is a necessary first step. By committing to this level of operational awareness, the organization can consider the new technology in a more comprehensive manner while also addressing other options to achieve the desired resolution. Too often, we are guilty of adopting "new" and shiny things without sound reason. Onboarding any new technology without reasoned forethought goes against the grain of a fiscally responsible organization and becomes more like impulse buying.

Perhaps one of the most practical considerations of all is whether the organization has the requisite skill sets to operate UAVs responsibly, with least impact on the organization from a cost and safety perspective. Recognizing that needed skill sets are not yet part of the organization’s skills inventory, a meaningful study must be committed to in order to understand all of the requirements to obtain and sustain competencies for UAV operations. This can include operator competencies, as well as operational needs like launch sites, public safety programs, worker safety programs and other factors that must be developed and delivered to ensure safe UAV operation. Understanding how UAV operations fit into the governance structure of the organization is important. Determining how decisions about UAV operations are made, whether a communications strategy is needed, what the reporting requirements are, how program reviews will be carried out and what policies, procedures and standards will be applied should be required ground work prior to UAV operations receiving the green light. Any mobile technology, especially one that can fall from the sky, requires a comprehensive "safety-by-design" check-list leading to development and sign-off.

Assuming the required skill sets to accredit UAV operators is not present in the organization careful study is needed to understand competency requirements, legal requirements and training requirements. If they are not well defined, it will be challenging to understand whether UAV operators (and operations) are at the required technical level prior to launching. No organization would consider it a responsible action to allow unqualified persons to operate vehicles, forklifts or other dangerous equipment. The same kind of diligence is required of UAV operators, tested across a comprehensive set of environmental conditions. Even understanding UAV technology at the engineering level, so that technical challenges can be overcome or compensated for is a critical step in the process. As an example, we become better vehicle operators (drivers) the more we know about the vehicle we are driving and driving conditions.

Jurisdiction and Social Responsibility

When considering UAV technology, leading factors in the decision-making process should include social and environmental responsibility. UAVs interact with the environment and with people in a variety of ways. A comprehensive
impacts analysis should lead the discussion about UAV adoption. Not all environments are suitable for UAV operations. Government regulation may help to determine this for an organization. For example, regulations exist to govern UAV use near airports (and heliports), and UAV use in high-density high-rise areas, over schools, playgrounds, recreational facilities and public gatherings. In other areas, social and environmental responsibility, as well as public safety and social acceptance may be less clear or require more definition. Understanding restrictions and applying a good neighbour filter should lead an organization to carefully consider whether using UAVs in certain situations is a wise choice. The voices of local citizens, advocacy groups, local government and police agencies are important to listen to in this regard.

UAV operations may have competing jurisdictions that need to be understood so that safe and lawful operation of the organization's UAV addresses these concerns. Local police organizations may use UAVs or may have other technologies or operations in place that other UAV operations might interfere with. During special events and large public gatherings, special operations undertaken by local municipalities and policing or emergency management organizations may include UAV or aircraft operations. It will be very important to understand the local operating environment in this context, as well as the process for engaging on these topics, to full understand the potential for conflicts and restrictions.

It is also important to communicate with officials at all levels of government in your operating area so they understand your intentions and so they have this background information to address a variety of other concerns like public complaints. Overall, public safety planning and civic responsibility are addressed through effective external consultation. Understanding the issues that may arise beforehand allows the organization to consider communication and coordination strategies. Good public engagement strategies will diminish the potential for negative fallout to UAV operations. Within security circles, it is also true that cooperation between private business and law enforcement, such as the sharing of information acquired through UAV operations (e.g., video footage) can be beneficial in developing two-way cooperation. In any event, deploying UAVs comes with a set of responsibilities which need to be contemplated and addressed and which may fall outside the scope of normal daily operations.

On the topic of public concerns, any company using a UAV probably needs a process for receiving and responding to public questions and concerns about the UAV operations. UAV safety incidents and accidents also need to be communicated responsibly and lost or downed UAVs should be communicated in such a way that recovery operations are well coordinated with the public in mind. Even rural operations that have the potential to impact livestock, or which may interact with wildlife in a manner that draws public or government agency scrutiny need to be factored into UAV use. Communications policies and procedures may need to be developed or reinforced in addition to establishing a public inquiries portal.

**Adapting Technology**

UAV technology is already quite diverse in terms of type of aircraft, available onboard technology, ground operator tools, communications options, and more. Size of aircraft and operating capabilities are also evolving. Like any technology, new advancements are constantly being realized requiring a comprehensive understanding about the technology, its advantages and disadvantages, operator requirements, applications and similar information. Size of UAV likely determines what operating class a UAV falls within. Identifying a UAV for commercial use versus recreational (hobby) use will have a bearing on registration, licensing and other regulatory restrictions associated with
operating one.

Knowing where to find the information necessary to make an informed buying decision is as important as for other technologies. Understanding software licensing and version upgrades (as may be applicable), as well as managing possible impacts on the organization’s computing infrastructure need to be considered.

New vulnerabilities and technology challenges factor into the decision-making process. UAV operations should be applied to networks in accordance with best IT standards and not become a weak link in the organization’s cyber program.

**Operating Requirements**

There are a variety of operating considerations that also need to be factored in to UAV use. In addition to basic operating requirements like flying during meteorological events, other factors should be considered. If nighttime operations are anticipated, additional technological features necessary for night time operation may be needed and additional operator competencies may also be required. As mentioned earlier in this article, there may be sensitivities associated with the operating region that could also require consultation with external bodies. These include regional variations like operating the UAV in a forested area, over water, operating seasonally (such as during bird nesting season), operating near (but not within) restricted aerodromes, operating over private property, including on the boundaries of other industrial operations, operating in and around environmentally sensitive areas, over farming operations or near roads and highways. Operating a UAV in a closed work environment and in close proximity to other workers, leaves open the possibility of worker distraction. Using a UAV inside an active work area requires a process for clear safety communication in and around UAV operating zones. There are many environmental, regional and situational circumstances where UAV operations may be unwise, illegal or require additional precautions. These need to be identified and factored into UAV use as applicable. A fulsome study and engagement are needed before UAV operations are adopted.

**Considering Other Options**

When considering any of these practical issues related to UAV operations, one must also consider the practicality of adopting UAV operations versus using other technology and other operating models. In the analysis, actual benefits derived from UAV operations must be factored against defined risks.

Sometimes, organizations consider security threats without fully measuring the impact of these threats. This can lead to operating decisions where costs and new problems caused by the new technology are not well measured against the benefits. It may be that the desired outcome from UAV operations is not substantially beneficial in terms of the time, costs and other considerations associated with UAV operations. In fact, it may be that the particular threat being addressed has such low frequency that use of UAVs does not contribute substantially to the mitigation effort, so that cost actually outweighs the benefit. Other operating models may be more appropriate and easier to apply.

Camera technology that is applied well, as part of a more integrated security program, may be a better solution and less costly overall. Working with neighbouring organizations, police agencies and the intelligence community might offer advantages for maintaining situational awareness that brings in better information and improved security operations through these cooperative ventures. Even human capital can be applied cost-effectively at times when used in manner consistent with the type of threat to be mitigated. It will be valuable for the organization to address options when looking at the value proposition of the solution being proposed.
III. COST CONSIDERATIONS

Return on Investment

In addition to the more practical considerations of UAV use, cost needs to be considered as with any security application. The security industry regularly touts return on investment (ROI) and cost-benefit analysis as necessary parts of security solutions assessment. Security funding traditionally comes via one of two channels. Within the normal planning processes, security is asked to carefully weigh costs, benefits and alternatives when seeking funding for their initiatives. This is expected, and justification is not always easy given some risks are concerned with massive damage potential and high casualty estimates, but where frequency is expected to be rare (terrorism events). It is easy for senior managers to defer spending in these situations. The other funding channel relates to what many organizations experience in response to an unexpected event or to an imminent threat, which is more impulse in nature. Organization will often fund operations on a contingency basis because of perceived consequences, but where no formal risk evaluation has taken place. In such cases, security departments and consultants often find themselves in a windfall situation.

It might be argued that if UAV use were to be applied as an interim measure, it is better applied as a short-term application using an outside, experience contractor who will also bear the majority of the risk associated with UAV operations. However, even when contracting third party suppliers, the organization is not released from its requirement for good judgement resulting from effective research into UAV use. When applying analysis associated with longer term (normal operating environments), however, financial analysis is an important component of the decision-making process and often leads to the most difficult questions being asked.

Given that operator skill and competency is a key factor in UAV deployment, the organization will also need to consider short-term, intermittent and occasional UAV deployment as viable options over in-house operations. It may be more cost-effective to seek out and contract a third-party service for those times when the service is needed. If flying a UAV only makes sense during special circumstances, as for protest management, crowd surveillance, world-class events, etc., at least part of the discussion should be about the best available value, weighing third-party services against in-house operations.

Insurance costs associated with UAV operations also become a factor in these discussions. If the organization intends to be self-insured, claims history and documented claims related to UAV use are required in order to draw reasonable conclusions and cost projections. Even when transferring risk through a third-party, claims experience and history (and litigation experience) associated with UAV use is important to understand.

Operational Costs

Associated technology costs, training costs, facility upgrade costs (safety, etc.), maintenance costs, IT costs, replacement and end-of-life costs, insurance and claim costs and other such costs all need to be factored into the cost equation. Understanding how the technology will be used and pairing use case with UAV technology options is an important first step in the cost analysis process. Given most organizations do not employ UAV technology specialists within their organization, the learning-curve, information gathering and consultation in this phase may be extensive and also carries a cost.

More advanced UAV applications may require software packages to operate the craft and to derive full benefit from its onboard systems. In a controlled IT environment, these applications need to be considered in context of the existing networks, network security, ongoing maintenance, including software licensing, and other technology costs like firmware upgrades.
and future technology enhancements. Encrypting UAV communications may be challenging depending on the nature of the communication protocols used by the manufacturer and the maturity of the technology. Adapting one technology to another assumes more risk, more time expenditure and more cost to the organization. Executed poorly, "Band-Aid solutions" represent more risk to the organization.

Organizational costs and contributions to the UAV operations also need to be considered in terms of time commitments and direct labour costs. These can include Human Resources department contributions, governance development, facilities costs associated with upgrades to accommodate safety enhancements and other upgrades. Safety program changes (OSH standards), consultation requirements, steering committee involvement, executive engagement, communications costs and other collaboration and business-driven costs need to be factored in. Adding a UAV to the organization may be contemplated as only an asset acquisition, but UAV operations require that considerable diligence be completed and that a full impacts and cost analysis be completed beforehand. Unlike the procurement of photocopy paper, for example, UAV procurement is more than a commodity purchase.

**Ongoing Maintenance Repair and Replacement Costs**

If a UAV itself is going to cost the company more than $5000 for the aircraft, it is probable that the organization will not tolerate many UAV crashes caused by operator error, which lead to full replacement cost. If even minor accidents resulting in repair costs are likely, then a decision as to the organization's tolerance for down time, when the UAV is not in service and decisions about back-up units and related concerns need to also be made. Certainly, replacing a UAV due to accidental damage will not be an ongoing allowance for many reasons. Early adopters of UAV technology in a variety of industries have indicated that use of UAVs were curtailed or put on hold for just this reason. UAV limitations and operator error have led to significant damage-related costs.

**IV. Risks Associated with UAV Operations**

Risks associated with UAV operations have already been touched on in other sections of this paper. Contribution to enterprise risk should be expected from UAV use, depending on the complexity of the organization deploying the technology and depending on the uses contemplated for the UAV. These risks include:

- safety risk – both in terms of worker and public safety;
- reputational risk – the UAV is ever used for unauthorized purposes, involved in a serious regulatory violation or is even perceived as breaching privacy regulations; and,
- financial risk – for a wide variety of reasons, including those from negligent operations or unrealized benefits.

On balance, a determination also needs to be made as to whether the UAV operation will represent more risk to the organization than it reduces.

If video surveillance is required or contemplated, risk discussions need to include the security of recorded video, as well as protection against hacking of the video feed and of the UAV control module. A compromised UAV could result in more than just embarrassment to the organization. Impacts associated with law enforcement fines, public opposition, union grievances (which can include workers believing they are being spied on) and other such concerns can result in financial penalties, unwanted press and damaged relationships. Effective change management practices are needed to address operational risk. Carrying out effective change management prior
to UAV operations should be imperative.

**Operator Competency**

When considering UAV operator competency, a variety of topics should be included in the discussion. To begin with, the organization will want to be sure it fully understands all requirements associated with use of UAVs (air restrictions, safe operations, registration requirements and operator training requirements) where requirements are either in force or expected to be put in force. Knowing who to speak to, what resources are available for consulting, what government agencies hold authority and what experience exists that an organization can tap into are important considerations. Opening and maintaining regulatory communication lines might be a new requirement.

Identifying reliable training programs in such a fledgling industry requires some research. Those regulating the industry will have good information to offer, but even training program length and ongoing operator development, as well as identifying the space needed to appropriately training are important to plan for ahead of time. A UAV pilot candidate should not be flying a UAV within an assigned workspace until all competencies have been obtained. It will be important to identify where the worker will continue to advance training and flight time in order to increase experience and to be able to train in variable conditions. Given that UAV operations are still a fairly new phenomenon, the best training schools may not even exist within the organization's geographic area. Travel and housing costs must be considered.

As worker safety in some industries has evolved, exceptional safety requirements like drug & alcohol testing have become commonplace and apply to both hiring criteria and ongoing randomized testing for compliance. Whereas an organization may not use drug & alcohol testing in any other part of its safety management program, deploying UAV services would seem to require a level of safety assurance that should require drug & alcohol testing as for any professional pilot. Furthermore, safe operation of a UAV may stretch the organization's safety program and require additional Occupational Health and Safety standards to be adopted. Background checks may need to be added or expanded to ensure that operators have no prior criminal history that should preclude their being hired to that role.

Consideration and negotiation may also be needed to address union exemptions or new job classifications within the organization.

**V. Summary**

Purchasing a UAV for use as part of any operation should not be considered without a careful study of needs and requirements whether the intended use of the UAV is for security program applications or other uses. UAV operations represent new risk even while addressing security risks and require a careful and deliberate study and investigation into the proposed uses of a UAV. This is necessary in light of the expected operational impacts and other possible consequences associated with UAV use. Risk mitigation will likely require operational changes in a number of areas of the organization. Risk associated with financial, safety and reputational impacts require careful scrutiny and analysis.

UAV operator competency has a direct link to enterprise risk and must be weighed carefully in the overall operation of UAVs. Corporate diligence and effective community relations may require that UAV operations be considered in the context of good neighbour policies, privacy requirements and general practicality (operating around parks, schools, playgrounds, hospitals, recreation facilities) and other areas of sensitivity. Considering UAV operations in the context of environmental and social responsibility should result in sober second thought.
New technologies are often adopted and put into operation without a careful consideration of requirements, expectations and alternatives. This relates to good cost-benefit analysis, but UAVs also represent hidden and unexpected costs. Thoughtful analysis of UAV deployment with all stakeholders, internal and external, weighing into the discussion is an important step toward a final decision about the viability of UAV adoption.

Resisting the temptation to adopt new technology without having considered the full range of practical, cost and risk issues is important given any technological change affects normal operations. Before UAVs are deployed the need must be quantified and weighed against the cost of uptake. Costs must also include consideration of negative consequences and alternatives. Input from across the organization allows for a greater likelihood of a good decision-making process.

As with the adoption of any new technology, careful study, vendor qualification, partnering, training, change management and organizational impacts need to be considered fully to ensure the successful article submission to the Infrastructure Resiliency Risk Report – Draft for Editing application and deployment of the technology. UAVs are not merely commodities. They represent change with the potential for serious operational impacts to the organization. A comprehensive diligence exercise prior to deploying UAVs is more likely to result in the adoption of a successful program, with clear objectives and full support for the initiative.

---
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I. INTRODUCTION

Does the old saying "it's not what you know but who you know" apply to emergency management?

I am sure you have heard this saying before which implies that even if you know very little you can still get ahead and be successful in an organization by knowing someone important or influential.

I have spent over 46 years in the energy industry in various capacities. Early in my career, when most organizations were all top down driven (believe it, there are still some out there), I saw evidence of this phenomenon. I witnessed people who potentially knew very little, but attached their careers to the coat tails of others to ride their way to success. There were situations where the perception was unqualified individuals received accolades and promotions simply because they were good friends with senior leaders. What I also observed was that over the longer term, if these individuals did not produce measureable results, they didn't last long. They were eventually found out and left the organization. In today's business climate of achieving maximum profits, senior leaders can seldom support individuals who are not achieving results.

So how does this apply to emergency and security management? To be successful in the world of emergency and security management, it has been proven time and time-again that if you do not know what you are doing, you will be found out after a major incident. Emergency management is one of those few areas of responsibility that can quickly expose flawed planning or unmanageable processes during an emergency event. It is the Emergency Managers responsibility to develop appropriate company response plans to incidents, as well as resilient processes to support the organization.

In the field of emergency management, I suggest "it is not so much who you know, but who you should know". Essentially it may be great to know some influential people, but during an emergency event "who you should know" in order to assist you and your organization during a crisis is more important. I have found "who should you know" is of greater value than some influential senior positions who either may not be available when you contact them or will be busy with their own issues when you need them. You need to develop a network of those "go to" individuals who can and will help you succeed in times of crisis.

In this field your networking skills is key. Being responsible for an organization or agency's emergency and security plan development, as well as ongoing maintenance, is an important role. Your employer trusts you to develop tested and compliant response plans in the unlikely event that a significant emergency situation arises. Your planning efforts should mitigate
the risks and offer clear instructions, processes and procedures for employees and senior leaders to follow in order to reduce the impact to the public, employees and the organization as a whole. You cannot fulfill this role on your own. You will require support within your organization from the departments that have interdependencies with your area during an event. This requires relationship building with all interested parties in your company. Key areas; such as Engineering, Health and Safety, Media Relations and Legal (to name a few) are critical. Do not forget departments; such as Procurement, IT, Human Resources or Accounting, as these activities can and will supply invaluable administrative support to a resilient and effective emergency response. During a crisis, it is imperative to establish trust and solid working relationships with key internal departments. Emergency and Security Management Plans need to include all of these departments to understand how they will be impacted by an incident and what resources they will be asked to supply in a crisis. They need to support the company emergency plan and be offered adequate training to help in their understanding and support of these emergency plans.

You will also require support externally. This could be in the form of local first responders, emergency response organizations, municipalities, provincial and/or federal agencies, police services etc., as shown in Figure 1. Developing and maintaining this networking circle will require more effort on your part. You will have to make yourself known to each group by meeting with them face to face, joining local emergency or security working groups or associations, or being involved with local emergency exercises where available. These external relationships must be built proactively before the actual incident occurs. Handing out your business card or making an introductory phone call at the onset or on the scene of an emergency situation is way too late.
Networking with your internal and external peers builds contacts with individuals who can assist you either with your day-to-day plan development or during an incident. Learn to be a good listener. Your contacts may have experience in areas you have not yet come across and can supply vital insights into how to deal with these situations. Rare incidents, such as large earthquakes or terrorist threats require a specific response and you are not expected to have first-hand experience or expertise in all hazards.

Peers may have resources, equipment or supplies available that you could call upon if you found yourself needing this assistance. Alternatively, they may need resources, equipment or supplies that you may provide. Share the areas where you could assist them in the event of a major emergency situation. It is not just about resources; it is about building relationships. You can learn a great deal by sharing experiences and first-hand knowledge with others having the same responsibilities for their organization or department.

II. Knowing a Crisis Leader

A good leader during a crisis has the ability to lead the staff under them, but also lead up and across to other teams. Having the ability to foster relationships with the multitude of people that emergency managers will work with is integral in accomplishing the necessary tasks during a crisis. Decisions must be made in a timely fashion as there is no time for "management by committee". An emergency situation exhibits true leadership skills. Learn from the mentors you have come to know and hone those skills they exhibited that impressed you during an emergency situation. A key element is the ethical component of decision-making. This is dealing with the challenges of knowing that the right decision was made even when that choice was unpopular. Making the decision to shut down a pipeline or evacuate a facility could cost an organization hundreds of thousands of dollars. On the contrary, diverting greater environmental damage or injuries to employees or the public is a far greater saving.

Improving collective decision-making capacity needs to begin at the leadership level. Crisis Management Structures should mirror the current workforce. Know the diversity of your resources. By increasing the amount of diversity among the organizations’ leaders and teams, this will increase the collective knowledge base among those individuals working together. Consider diverse backgrounds and gender differences to yield different opinions and methods of examining an issue. The demographics of the emergency management community are quickly evolving due to retirements and internal company changes to leadership teams. Therefore, teams need to reflect those changes to maximize their collective intelligence. The decision-making chain should be automatic during an event embracing the collaboration culture.

Internal and external contacts are key during the recovery phase of an incident. Recovery is truly an area where "who you should know" could greatly affect the outcome of a crisis. The recovery component of an incident is comprised of a diverse set of needs and each is essential in the overall recovery of a community or an organization after an incident. Most organizations do not prepare detailed plans for recovery and seldom ever practice these plans during emergency exercises. Recovery plans are complicated and can vary from one type of incident to the next. Many organizations and agencies do not spend much time or effort and certainly not much
money in the development of recovery plans for those reasons, but it can be done. An important shift needs to occur, but this shift will be slow until the spending and planning for recovery efforts increase. Response and recovery departments are often separated from one another, and in larger organizations, may not know one another. Successful recovery efforts are those that link all affected external and internal stakeholders to support the community to rebuild itself to feel safe again.

Exercising protocols of your emergency or security management plans develops what I refer to as "process muscle memory" that allows emergency professionals to react quickly. It is essential that the training is conducted in a way that allows for flexibility during an incident. Emergency situations do not care about provincial or international borders, areas of jurisdiction, time of year or if you are prepared. Emergency situations are going to occur whether you are prepared or not.

Conventional emergency training programs have benefits in process muscle memory and habits, but these could be detrimental during an event where flexibility is required. Situations like workplace violence incidents or natural disasters, such as forest fires where control of the situation is dynamic and constantly changing events require flexibility to respond to and recover. Training programs that offer working with interactive groups and solutions instead of simply reviewing stringent company policies can lead to elasticity in your processes and provide your crisis management team members with the ability to rely on their experience, education and training. They will also get to know each other better and work as a team.
Leaders need to learn to identify the difference between order and control during an emergency, as control can hinder order. See Figure 2. Incident Command Systems attempt to control incidents via objective setting, forecast-based planning and a hierarchical structure. Complex company crisis management structures, along with rigid company response processes can hinder company response by controlling the decisions and not the incident as time is critical. I often remind clients, “To successfully come out of a crisis, it will not depend on the number of levels in your crisis management structure, but the quality of the leaders in your crisis management structure.”

In my experience, I have found emergencies have two high-level dimensions, the:

1) Operational issue (fixing the problem), and
2) Communications issue

Providing an imperfect operational response to a crisis, but led with a strong communications aspect, means the organization will likely survive the scrutiny to follow. However, providing a strong operational response coupled with a failed communications aspect means you are going to struggle with your recovery.

Part of the education process is allowing team members to use the internal tools available to them allowing for more fluidity of responsibility during an emergency. Share with employees their involvement of your Business Continuity Plan or emergency and security plans -- let them get to "know who they should know". Empower employees with the processes, procedures and training to use in a crisis. Emergency planning should be approached as a cost saver, not a cost centre. Detailed emergency plans that will stand up to today's high level of scrutiny and executed with trained staff can save a company or an emergency service millions of dollars versus utilizing outdated plans causing lost revenue and damage to the organization's brand image. Our employees, customers and shareholders deserve it, and public safety expects it.

During times of crisis it gets down to how much you know, “who you should know” and how you lead with that knowledge that will make the difference.
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Abstract
This article explains what a design basis threat is and attempts to show how it is used in assessing physical protection systems. This is just an article, though, and not a substitute for formal training.

Discussions of attacks on critical infrastructure are sensitive, and to avoid the problem I have demonstrated how the process works using a simpler target – a house.

I. Background

In early 2016, the Electricity Information Sharing and Analysis Center in Washington, DC, released a document called the Design Basis Threat for the Electricity Sector. This product was created by the Physical Security Analysis Group (PSAG) -- a team of 25 experienced electricity sector security professionals. Through two-and-a-half days of discussions and arguments facilitated by a representative from the U.S. Department of Energy's Pacific Northwest National Laboratory (PNNL), we sought to define the likely threats to bulk electric system assets by answering a few questions:

- What are the unacceptable consequences of an attack? What are the kinds of activities they would undertake which, if successful, would be considered a 'win' for them and a 'loss' for us?

A design basis threat (DBT) has its roots in the nuclear industry. The U.S. Nuclear Regulatory Commission defines a DBT as: "A profile of the "type, composition, and capabilities of an adversary." 1 The International Atomic Energy Agency states that: "A fundamental principle of physical protection is that it should be based on the State's current evaluation of the threat." 2

This principle performs three functions. It:

1) Reduces conflicts of interest by removing from the organization who must address the threat and the responsibility of also defining the threat;

2) Ensures the State's security and intelligence support to the solution of the protection problem; and

3) Implies approval of funding to solve the protection problem.

---

1 https://www.nrc.gov/reading-rm/basic-ref/glossary/design-basis-threat-db.html
2 http://www-ns.iaea.org/security/dbt.asp?s=4
We created the Design Basis Threat for the Electricity Sector (DBT-ES) "to be used to assess the physical BES infrastructure based on current reasonable and credible threat considerations." It is a starting point for threat assessments, and it is expected that local conditions would have an impact on its conclusions.

II. THE VISA PROCESS

The DBT provides the foundation for threat assessments and is also used to test security measures and plans. PNNL uses a process called Vulnerability of Integrated Security Analysis (VISA) to use the product of the DBT to design attack scenarios which are then war-gamed in detail against the target's security measures.

The VISA process starts with the selection of a core System Effectiveness Analysis (SEA) team. The team should consist of:

- a security systems or security operations specialist;
- a physical protection systems subject matter expert familiar with the physical protection system under evaluation;
- a cybersecurity subject matter expert; and,
- on-site security supervisor, or someone with overall security responsibility for the site. Depending on the complexity or purpose of the site, someone intimately familiar with site operations should be included on the team and if outside security resources figure into the protection plan then they must be included as well.

At its most basic level, the VISA process uses a team approach to search for vulnerabilities in the site protection plan, designs realistic and credible scenarios to exploit those vulnerabilities then tests the scenario against those components of the protection plan that lie in the path of the adversaries.

The SEA test involves two assessments. In the first assessment, the team compares the time required by the adversaries in their attack, and the time required by the response force to stop the attack. If the adversaries reach their objective before the response force stops them, then the adversaries 'win', and the physical protection system fails. The second assessment involves rating the effectiveness of the security measures in place on the attack path, and by extension an overall rating of the effectiveness of the physical protection measures.

After this first assessment, the group then considers detailed technological and procedural enhancements to the physical protection system and re-runs the simulation to see if the system effectiveness is improved by these changes. The process is repeated as necessary until the team is satisfied that their proposed system will meet their needs.

Using this process, the team can both improve the system and provide quantifiable data that can be used to build the business case for security system upgrades.

---

8 Bulk Electric System, defined by the North American Electric Reliability Corporation as, with exceptions, electrical grid assets of 100Kv and higher. Please see https://www.nerc.com/files/glossary_of_terms.pdf for a more precise definition

4 The Design Basis Threat for the Electricity Sector is available through the Electricity Information Sharing and Analysis Center (E-ISAC). Considered a sensitive document, it is available only to NERC members.
An Example

We will use residential security as an example of the VISA process because it's the simplest and everyone can relate. A homeowner, concerned about the safety of her family, conducts a threat and vulnerability assessment on her home with the assistance of two friends – a police officer and a firefighter. As a result of this assessment, she believes that the most serious reasonable and credible threats come from fire, carbon monoxide poisoning from her furnace, and a single intruder breaking into her home to steal her valuables. Her physical protection plan is based on the requirement to deter thieves, detect them, accurately assess their intentions, and delay their progress to allow law enforcement to respond and apprehend the intruder. Her physical protection system includes solid wood external doors, high quality deadbolt locks, and the installation of an intrusion detection system (IDS).

The homeowner contracts a national security system company to do the work. She has door sensors installed on all external doors and motion sensors covering the hallways on the main floor. She has carbon monoxide detectors and smoke alarms wired into the IDS as well.

To test her physical protection system, she puts together a small team that includes the security company sales representative, a carpenter with security experience, and the police officer who assisted her earlier. They walk through the home, searching for vulnerabilities. They assess that the weakest part of the physical protection system is the ground floor windows.

The team develops a scenario where an intruder enters the backyard in the daytime when the family is out of the house, breaks a kitchen window, and enters the main floor. He then goes upstairs and steals jewelry and electronic devices. He leaves through the front door.

Any assumptions about the scenario should be clearly stated and recorded. In this case, the assumptions are:

- The intruder is not seen by a neighbor while in the backyard.
- The security company alarm centre remains in contact with responding law enforcement, updating them on the status of sensor alarms in the home.

This attack path is broken into tasks that the intruder must complete in order to complete his mission. They are described in the following steps. Intruder:

Step 1: Enters backyard and approaches kitchen window.
Step 2: Breaks kitchen window and climbs into home.
Step 3: Stops and listens for activity in the home.
Step 4: Goes upstairs.
Step 5: Searches for and steals valuables.
Step 6: Goes downstairs and out the front door
Step 7: Leaves the area
All seven steps must be accomplished before law enforcement arrives. The response force timeline is as follows:

<table>
<thead>
<tr>
<th>Response Force Time-Line</th>
<th>Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IDS alarm triggered and security company alarm centre calls homeowner</td>
<td>60</td>
</tr>
<tr>
<td>Homeowner confirms with security company that the alarm has not been accidently triggered</td>
<td>30</td>
</tr>
<tr>
<td>Security company alarm centre calls 9-1-1 on behalf of homeowner and briefs operator</td>
<td>30</td>
</tr>
<tr>
<td>9-1-1 operator dispatches police officer</td>
<td>15</td>
</tr>
<tr>
<td>Police officer travels to residence</td>
<td>300</td>
</tr>
<tr>
<td>Police officer arrives on scene and conducts assessment</td>
<td>60</td>
</tr>
<tr>
<td>Total response force time</td>
<td>495</td>
</tr>
</tbody>
</table>

We now know that the intruder must accomplish all seven steps within 495 seconds, or 8 minutes and 15 seconds.

The next step is to assess the steps against the security measures. Pd, P., P., and Pn, refer to the probability that the protection system would detect the intruder, accurately assess the intruder's activity, engage the intruder, and finally, neutralize the intruder. They are expressed as Very Low, Low, Moderate, High, and Very High. (Because of space, only the first letter is used in the table presented below.) The step score is the lowest of all the probabilities in that step, so if they are all high and one is low, the step score is low. At the end of the simulation, the highest step score becomes the overall system effectiveness score.

In Step 1, 'Intruder enters backyard and approaches kitchen window' takes 15 seconds. The cumulative time is 15 seconds, and as law enforcement has not yet been dispatched, 495 seconds remain on the response clock. As the protection system does not cover the backyard and outside the window, the chance that it would detect, assess, engage, or neutralize the intruder at this point is very low.

In Step 2, 'Intruder breaks kitchen window and climbs into home' the intruder takes 30 seconds. The total accumulated time of the attack is 45 seconds, but as the motion detectors on the main floor only cover the hallways and not the kitchen, the IDS has not been triggered and the response force has not been dispatched, so they are still at least 495 seconds away. The probability of the protection system detecting, assessing, engaging, or neutralizing the intruder remain very low.

Step 3 takes 30 seconds, and the protection system has still not been triggered so nothing changes on the rest of the row.

The IDS alarm is finally triggered in Step 4 when the intruder enters the hallway to go upstairs. In this case, the probability of detection is very high, but the alarm itself is insufficient to accurately assess the situation, so it and the other probabilities remain very low.

In Step 5, the intruder is upstairs searching the bedrooms. There are no security sensors upstairs, so the IDS is not contributing anything at this point. The response force clock is running, though, and at the end of this step, there are 375 seconds left before the police arrive.

In Step 6, the intruder goes downstairs and out the front door. It takes him 15 seconds. The IDS will pick up the movement in the hallways and when the front door opens, and we will assume that this will be communicated to law enforcement by the security company alarm center. This information would help the responding officer to accurately assess the situation.

In Step 7, the Intruder gets into his vehicle and leaves the area. The police are still 340 seconds away.
<table>
<thead>
<tr>
<th>Step</th>
<th>Step Time (sec)</th>
<th>Cumulative Time (sec)</th>
<th>Remaining Response Time (sec)</th>
<th>Step Description</th>
<th>pd</th>
<th>P.</th>
<th>P.</th>
<th>P.</th>
<th>Step Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>15</td>
<td>15</td>
<td>495</td>
<td>Intruder enters backyard and approaches kitchen</td>
<td>VL</td>
<td>VL</td>
<td>VL</td>
<td>VL</td>
<td>VL</td>
</tr>
<tr>
<td>2</td>
<td>30</td>
<td>45</td>
<td>495</td>
<td>Intruder breaks kitchen window and climbs into</td>
<td>VL</td>
<td>VL</td>
<td>VL</td>
<td>VL</td>
<td>VL</td>
</tr>
<tr>
<td>3</td>
<td>30</td>
<td>75</td>
<td>495</td>
<td>Intruder stops and listens for activity in the home</td>
<td>VL</td>
<td>VL</td>
<td>VL</td>
<td>VL</td>
<td>VL</td>
</tr>
<tr>
<td>4</td>
<td>15</td>
<td>90</td>
<td>495</td>
<td>Intruder goes upstairs</td>
<td>VH</td>
<td>VL</td>
<td>VL</td>
<td>VL</td>
<td>VL</td>
</tr>
<tr>
<td>5</td>
<td>120</td>
<td>210</td>
<td>375</td>
<td>Intruder searches for and steals valuables</td>
<td>VL</td>
<td>VL</td>
<td>VL</td>
<td>VL</td>
<td>VL</td>
</tr>
<tr>
<td>6</td>
<td>15</td>
<td>225</td>
<td>360</td>
<td>Intruder goes down the stairs and out the door</td>
<td>VH</td>
<td>M</td>
<td>VL</td>
<td>VL</td>
<td>VL</td>
</tr>
<tr>
<td>7</td>
<td>20</td>
<td>245</td>
<td>340</td>
<td>Intruder leaves the area</td>
<td>VL</td>
<td>VL</td>
<td>VL</td>
<td>VL</td>
<td>VL</td>
</tr>
</tbody>
</table>

Overall System Effectiveness: VL

At this point, it is clear to us that the IDS has done little to help protect the home beyond perhaps reducing the amount of time the criminal spent inside looking for valuables. The homeowner and her team discuss changes to the physical protection plan that could improve detection and assessment. Some potential improvements might be:

- The addition of a glass break sensor on the main floor would instantly trigger the alarm the moment the criminal broke the kitchen window, which would start the response force activity 60 seconds earlier.

- CCTV cameras outside the home and on the main floor would help in three ways: it would deter many thieves because it shows that the home has a security system; it would improve the probability of accurate assessment of the situation; and it would also provide valuable evidence for law enforcement when conducting the investigation.

- Laminated glass windows on the ground floor are very difficult to break without making a lot of noise and potentially attracting attention. Use of this type of glass could easily add several minutes onto Step 2.

- Security bars on ground floor windows will act as a deterrent and make it very difficult for a thief to get through. The options would shrink to trying to get through a door, which would take time and set off the IDS when it opened, or to use a ladder and try a second-floor window. This would be a bold move in daylight, and thief would be most likely to move on and try another house instead.

In this case, the homeowner elects to go with the glass break sensor, CCTV cameras, and laminated glass windows. The team reruns the simulation, and as you can see, the improvements have improved the response from 340 seconds after the intruder leaves the area to 160 seconds. It is still not enough to defeat the intruder in this scenario, but we are seeing progress.
At this point, the homeowner can make informed decisions about the cost and benefit of any other security system upgrades, such as using window bars on the ground floor. Other scenarios should be tested as well.

### III. Lessons Learned from VISA Simulations

You can learn a lot about the effectiveness of physical protection systems by using the VISA process. Some of them are:

- Be sure to carefully consider what winning and losing looks like. What is the aim of the adversary? Can you thwart the aim by means other than brute force?
- Measures that enhance resilience are good insurance against the failure of a physical protection system.
- If possible, use performance testing to determine how long the intruder would take on each step. If you cannot perform the test, there is good research available on the Internet. (For example, it takes two men 12.5 minutes to cut a four-square-foot hole in 3/8" mesh X 11-gauge fence. Another excellent source of information on security measures and their effectiveness is the U.S. Army's field manual FM 3-19.30 Physical Security, available for download free at the link in the footnote)
- Winning against an outsider high threat is a lot harder than it looks – do not expect to be successful in the first few simulations.

<table>
<thead>
<tr>
<th>Step</th>
<th>Step Time (sec)</th>
<th>Cumulative Time (sec)</th>
<th>Remaining Response Time (sec)</th>
<th>Step Description</th>
<th>pd</th>
<th>P.</th>
<th>P.</th>
<th>P.</th>
<th>Step Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>15</td>
<td>15</td>
<td>495</td>
<td>Intruder enters backyard and approaches kitchen window</td>
<td>VL</td>
<td>VL</td>
<td>L</td>
<td>VL</td>
<td>VL</td>
</tr>
<tr>
<td>2</td>
<td>120</td>
<td>135</td>
<td>360</td>
<td>Intruder breaks kitchen window and climbs into home</td>
<td>V</td>
<td>L</td>
<td>V</td>
<td>VL</td>
<td>VL</td>
</tr>
<tr>
<td>3</td>
<td>30</td>
<td>165</td>
<td>330</td>
<td>Intruder stops and watches for activity in the home</td>
<td>VL</td>
<td>VL</td>
<td>V</td>
<td>VL</td>
<td>VL</td>
</tr>
<tr>
<td>4</td>
<td>15</td>
<td>180</td>
<td>315</td>
<td>Intruder goes upstairs</td>
<td>V</td>
<td>H</td>
<td>V</td>
<td>V</td>
<td>VL</td>
</tr>
<tr>
<td>5</td>
<td>120</td>
<td>300</td>
<td>195</td>
<td>Intruder searches for and steals valuables</td>
<td>VL</td>
<td>VL</td>
<td>V</td>
<td>VL</td>
<td>VL</td>
</tr>
<tr>
<td>6</td>
<td>15</td>
<td>315</td>
<td>180</td>
<td>Intruder goes down the stairs and out the door</td>
<td>V</td>
<td>H</td>
<td>V</td>
<td>V</td>
<td>VL</td>
</tr>
<tr>
<td>7</td>
<td>20</td>
<td>335</td>
<td>160</td>
<td>Intruder leaves the area</td>
<td>VL</td>
<td>VL</td>
<td>V</td>
<td>VL</td>
<td>VL</td>
</tr>
</tbody>
</table>

| Step Score |
• Bring in the experts:
  − Talk to law enforcement to determine how they would handle the response to your scenario. We may assume that they would show up and make an arrest, but you may find that their procedure would be to stand off, assess the situation, and call in backup, which would add a lot to the response time and could allow the adversary to achieve their aim. You may be able to mitigate this by installing additional security measures that they could use to help with their scene assessment, such as additional cameras.
  − Bring in Operations early in the DBT and VISA process. They are best suited to tell you what is worth protecting, and what isn't. You may be surprised how that changes your assessment.
• Some security measures are more effective than others, and cost often has little to do with it.
• Anything you can do to start the response force earlier will help you in the end.
• Procedural security methods cost little and can be more effective than technological measures.

IV. CONCLUSION

The DBT is an important tool for the protection of critical infrastructure because the process ensures that as much experience and information as necessary is brought to bear on the threat assessment. The VISA process, if it is done carefully and properly, is an excellent tool to help us use the DBT to design and enhance our physical protection systems.


6https://www.wbdg.org/FFC/ARMYCOE/FIELDMA N/fm31930.pdf
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Abstract
Natural hazards impacts are particularly important for Critical Infrastructure (CI) protection. In this instance, like other natural hazards, geomagnetic storm events can occur at any time, and a single space weather episode may produce multiple effects. Facing them demands CI stakeholders to take early decisions that involve trade-offs among impacts, probability and lead-time of a natural hazard forecast. Nevertheless, an interdisciplinary research could provide an innovative approach for customizing the decision aid process to CI managers dealing with those natural events. This paper offers some insights that could bring a new paradigm in natural hazard-related decisions for CI protection, applying up-to-date techniques from space weather science and cutting-edge methods from decision analysis.

I. INTRODUCTION

It has been known throughout human history that different types of natural hazards can affect life on Earth. The potential impacts of natural hazards (e.g., floods, heatwaves, tornados or geomagnetic storms) are particularly important for Critical Infrastructure (CI) protection; such as water systems, energy power facilities, satellite communications, transportation systems, and so on (Gaetano et al., 2013; Quigley et al., 2017). As a part of the decision-making process for disaster risk reduction, it is fundamental to find a set of mitigation actions for the CI protection in a given natural hazard event (Wachinger et al., 2013).

However, mitigation selection under natural hazard uncertainty can be a challenging procedure to the design of a new suite of environmental services, as interdisciplinary research (Wong-Parodi and Small, 2019). According to Hardy (2019), interdisciplinary research “implies integration that combines separate perspectives through the development of connections between them.” Furthermore, the development of such a study requires input from teams of natural scientists, engineers, social and behavioral researchers to understand how different stakeholders use natural hazard information (observation and forecast) to decide. For example, the ability for CI managers to engage mitigation plans based on early warning systems to avoid both damages to facilities and potential loss of human life following a CI disturbance (Oughton et al., 2019).

To improve the quality of natural hazard management and risk analysis, a customized decision aid model could provide information about impacts, uncertainties, the set of mitigation alternatives, and their associated benefits based on personal preferences (Caruzzo et al., 2018). In the context of a space weather hazard, according to Fiori et al. (2015), and Ngwira and Pulkkinen (2016), a physicist might provide content expertise about solar activity and potential extreme events (Figure 1), such as Solar Flares (explosions of large quantities of energy and radiation) or Coronal Mass Ejections – CMEs (ejections of plasma).
The Sun, our nearest star, is the primary source of space weather. The Northern or Southern Lights (or Auroras, Figure 2) are caused by space weather events (Boteler, 2018). The Auroras are considered to be spectacular examples of space weather, but extreme events could be devastating for our modern technological society because they could directly affect several infrastructure/facilities, such as the power grid or satellite systems (see details in section II).
Supporting decision-making using space weather data (observation and forecasting) is a very demanding process in which several stakeholders can often have different interpretations of vulnerabilities and impacts. It is important to note that, like other natural hazards, extreme solar events can occur at any time and a single space weather event may produce multiple effects (Cannon, 2013; Krausmann et al., 2016). Boteler (2018) also points out that different space weather events exhibit differences in occurrence across a wide range of temporal scales (minutes to days).

We therefore, intend to provide an interdisciplinary insight as an innovative research design for a natural-hazard decision aid process from the user’s perspective. As a demonstration, we applied it in a simplified case study for a Satellite in Geostationary Orbit (GEO) against an extreme space weather event.

II. BACKGROUND

a) Critical Infrastructure Protection and Space Weather Threats

According to Public Safety Canada (Canada, 2009), critical infrastructure “refers to processes, systems, facilities, technologies, networks, assets and services essential to the health, safety, security or economic well-being of Canadians and the effective functioning of government.” As pointed out by Klatt (2016) and Quigley et al. (2017), the risk to specific CI in Canada is variable, and the overall risk is not well known. In this regard, the resilience of CI may depend on natural hazard forecasts that warn stakeholders to take selected mitigation actions to safeguard their systems and reduce the potential negative consequences.

Space weather impacts are relatively unfamiliar to the general public, but geomagnetic storms are recognized as a new natural hazard of the modern technological age (WEF, 2019). According to Oughton et al. (2019), space weather is a high impact, low frequency (HILF) event. Also, as pointed out by Wasson (2018) and Boteler (2018), space weather phenomena are an international issue and not restricted by national borders. Furthermore, increasing reliance on technological systems is creating new potential vulnerabilities to extreme space weather; for example, interference in Global Navigation Satellite System (GNSS) signals for the timing of financial and control systems (Klatt, 2016).

Despite the clear benefit of taking an anticipated measure to protect against and prepare for natural hazards (Oughton et al., 2019), most organizations that are responsible for CI do not have a systemic emergency plan for extreme space weather events (Krausmann et al., 2016). As discussed by Cannon (2013) and Boteler (2018), there is a lack of awareness of the extent of space weather impacts on CI around the World. Furthermore, Ferguson et al. (2015) and Wasson (2018) present that other crucial operations (e.g., water supply) may be affected by space weather-related outages as a cascade effect. Ferguson et al. (2015) also discuss that with the advent of space-based communication systems since the 1950s, the potential space weather impact on long-distance telecommunications has increased extensively. So, all kinds of satellites in space are subject to space weather threats. Alongside space debris (Ribeiro et al., 2018), space weather remains a major concern for all aerospace operations today (North, 2017).

b) Space Weather Events and Economic Impacts

At present, several space-based and ground-based platforms are monitoring the Sun and the near-Earth space environment (Lam, 2016; Fiori et al., 2018). These data provide essential information for the mitigation of extreme space weather events (Ngwira and Pulkkinen, 2016). Although the impacts of geomagnetic storms are broadly recognized in past events (see Balch, 2015; Ferguson et al., 2015), establishing all the potential vulnerability and consequences of such an extreme event has proven to be very hard (Krausmann et al., 2016).

Regardless of the capability limitation for forecasting geomagnetic storms with relatively long lead times, Oughton et al. (2019) demonstrated that
with a tailored warning system, early mitigation actions could reduce economic losses to £2.9 billion instead of £15.9 billion (only in the United Kingdom), based on current space weather forecasting capabilities. Despite the space weather ‘deniers’ (Ferguson et al., 2015), studies based on solid technical-scientific articles discuss the economic impacts of a severe space weather event. In the satellite segment alone, Odenwald et al. (2006) projected economic damage at around 70 billion USD. Eastwood et al. (2017) highlight the economic impact of an extreme event could reach 3.4 trillion USD worldwide.

**Past Episodes and Lessons Learned**

In September of 1859, the British astronomer Richard Carrington recorded the biggest solar storm ever observed (Elvidge and Angling, 2018). According to Odenwald et al. (2006) and Ferguson et al. (2015), a major event, such as the ‘Carrington-event’ would devastate civil and military communications and could collapse the global economy. Assessing potential impact, MacAlester and Murtagh (2014) say a Carrington event impacting the Earth could result in an extreme increase in the anomalies experienced across the satellite constellation in Earth’s orbit.

In other natural hazards, several researchers have to assess the impact on critical infrastructure interdependence. For example, MacAlester and Murtagh (2014) and Krausmann et al. (2016) concluded that from previous experience of disaster events; such as hurricanes or earthquakes, the impact of power loss would build over time and affect others’ CI in sequence (e.g., healthcare facilities or banking/finance systems). So, any facilities without backup power will fail immediately, even though the comprehension of extreme space weather’s impacts on modern technology assets is incomplete (Cannon, 2013).

Despite the uncertainties inherent in space weather hazards, the threats are real. On July 23, 2012, the Sun launched a massive Coronal Mass Ejection (CME) that was not Earth-directed, but the fastest ever observed by NASA’s STEREO-A (Solar Terrestrial Relations Observatory) spacecraft (Ngwira et al., 2013). This 2012 event offers an excellent opportunity to explore the effects of extreme space weather event, in particular, a massive CME (Carrington-caliber superstorm) within situ observations (Ngwira et al., 2013), as in Figures 3 and 4.

![Image of a CME in July/2012 captured by NASA's STEREO-A spacecraft](Source: courtesy of NASA/GSFC)

![Simulation of CME that hit the STEREO-A spacecraft on July/2012](Source: courtesy of NASA/GSFC)
In this view, North (2017) stresses that this prompted the need for increased risk analysis of space weather threats. Based on this assessment, some authors call this as “Space Situational Awareness” and it has concerned several military and civilian organizations (Ferguson et al., 2015). To do so, space weather prediction and real-time observation are essential for CI protection (Oughton et al., 2019).

c) Decision Under Uncertainty and Inter-Disciplinary Research

In everyday situations the effects of natural hazards on tasks may be trivial, but in an extreme event the impacts are considerably more significant (Kox et al., 2015; Elvidge and Angling, 2018). Decision making for these high impact events typically involves many stakeholders, frequently with different interpretations of the natural hazards, which further complicates the process (Caruzzo et al., 2018). In this context, using an interdisciplinary research design has been gaining attention in natural hazard studies in recent years (Hardy, 2019; Wong-Parodi and Small, 2019). These examples also demonstrated that successful interdisciplinary studies incorporate the main ideas by each contributing area.

From a behavioral point of view, Kox et al. (2015) and Caruzzo et al. (2018) have demonstrated that the process by which practical problems are simplified into a decision aid model could be subjective, dependent on the stakeholders and the type of decision. For such problems, the users of natural hazard forecasts want to choose an alternative decision that minimizes the impacts or/and maximizes monetary gain. For example, shutting down a power station to prevent harm from geomagnetically induced currents will result in a loss of income, but could prevent serious damage to electrical power systems (Weigel et al., 2006; Fiori et al., 2015). In fact, according to MacAlester and Murtagh (2014), the vulnerability of electric power to an extreme geomagnetic storm remains the primary concern from an emergency management perspective.

Forecast-based action

In certain extreme events, stakeholders are required to identify the best mitigation actions to save human life and/or protect infrastructure. To address these challenges on the practical side, one of the innovative approaches shows a prediction based on actions, instead of the natural hazard variable (Caruzzo et al., 2018). For example, “tomorrow all schools will be closed,” as an alternative for “tomorrow there will be 60 cm of snow.” In accordance with this new design, some humanitarian organizations have been applying a similar approach, e.g., Forecast-based Financing – FbF (Coughlan-de-Perez et al., 2015) or Early Warning Early Action Systems – EWEA (FAO, 2018). These methods use impact levels as a trigger to take early mitigation action. From the end-user perspective, that is a new way to customize products/services to anticipate measures and tailor risk communication based on natural hazard impacts for each decision context.

Probability and lead-time trade-off

Deciding under natural hazard uncertainty can be a subjective and complex process. That is, non-expert stakeholders choose according to their personal experience and natural hazard perception (Wachinger et al., 2013; Kox et al., 2015). Several recent studies used decision theory related to or motivated by analysis of space weather hazard problems (Elvidge and Angling, 2018). Weigel et al. (2006) evaluated a prediction model’s performance from the user’s perspective based on the user seeking to maximize monetary gain. Park et al. (2017) applied decision-making based on skill scores to a Solar Flare Forecast Model in cost-loss ratio situations. They propose a minimum probability threshold for the action to minimize economic expense based on data from the flare forecast model.

Some best practices from other areas are also of interest (Henley and Pope, 2017). In the hydro-meteorological community, there have been a lot of practical studies done to improve decision making using terrestrial weather information (Uccellini, 2016; Alley et al., 2019). For example, the analysis of the users’ weather hazard perspective shows evidence that
individual characteristics are related to probability and lead-time weighing variations (Caruzzo et al., 2018). There are a lot of potential explanations for this finding: a lack of risk perception, prior experience, human behavior under uncertainty, and risk profile, among others (Wachinger et al., 2013; Caruzzo et al., 2015; Kox et al., 2015). Applying questionnaires, surveys, and interviews (as methods of eliciting preferences), these studies showed that evaluating preferences may be best understood by considering how the decision makers interpret the natural hazard resulting from uncertain information or warning messages, and the trade-off between probability and lead-time.

The findings about the relationship among natural hazard information, risk communication, and early decision under uncertainty could be a good starting point for the space weather community. For example, according to Caruzzo et al. (2018), the key element is the understanding of the temporal (lead-time) and uncertainty (likelihood) dimensions of the natural hazard impacts (Figure 5).

According to current practice (Fiori et al., 2015; Lam, 2016), the end-user (e.g., critical infrastructure manager) receives a space weather bulletin or warning message and makes a decision according to their personal experience and space weather risk perception. They may have a question if the probability is high enough (e.g., above 70%) and lead-time is short enough (e.g., less than 10 hours) to take action for preventing economic loss (Scenario A on Figure 5).

**Figure 5: Natural hazard probability and lead-time trade-off, where Scenario ‘A’ has a high probability and short lead-time, and Scenario ‘B’ has a low probability or long lead-time (Source: adaptation Caruzzo et al., 2018)**
**d) Probabilistic Space Weather Forecast and Decision Making**

Over the last few years, significant progress has been made in space weather observation and forecasts, and there are a number of ongoing efforts to apply several techniques (e.g., Nikitina et al., 2016; Fiori et al., 2018). Research and modeling of space weather and solar-terrestrial geomagnetic activity have been extensive and operational forecast centers, such as the Canadian Space Weather Forecast Centre – CSWFC (Fiori et al., 2015; Lam, 2016).

More broadly, according to Henley and Pope (2017) and Murray (2018), the international space weather community is trying new approaches used by other research communities to enhance current predictions (e.g., probabilistic forecasting). That is, when mathematical techniques or multiple predictions from different methods are combined to create an ensemble forecast with a likelihood (Figure 6). One of the most recognizable examples of probabilistic weather forecasting for the public is a prediction for a hurricane (Figure 7).

![Figure 6: Illustration of ensemble forecasting, where the dashed lines represent the individual ensemble members (probabilistic), and the solid line represents the deterministic forecast (Reproduced with permission: Wilks, 2011, p.271)](image)

![Figure 7: Ensemble forecast tracks (left) and strike probabilities (right) for hurricane Ike (Reproduced with permission: Bougeault et al., 2010, p.1071)](image)
Probabilistic space weather forecasting based on a numerical model or other probabilistic techniques has been applied in several initiatives (see examples in Murray, 2018). On the other hand, while researchers have focused on the physical characteristics of extreme space weather events or the effects on the GNSS/power grids (Klatt, 2016; Ngwira and Pulkkinen, 2016), there is almost no research on the links between those impacts and decision behavior under uncertainty from the end-user’s perspective. It is surprising that, so far, this real-world decision problem has received hardly any attention in scientific/technical papers. Nevertheless, this gap is a good opportunity for interdisciplinary research.

It should be noted that there has been a lot of progress by space weather researchers using probabilistic forecasts for uncertainty estimation in extreme events. However, following atmospheric science’s example (Uccellini, 2016; Alley et al., 2019) the space weather community should apply decision analysis approaches, such as behavioral or risk perception. The important point here is not only to gain a better understanding of the physics of solar events, but also how stakeholders interpret and use probabilistic space weather forecasts and early warning messages. Henceforth, we could develop an innovative set of products, then, for better risk communications and a shift toward action-based decision support and early warning services. As a best practice, it is widely recognized that customized Early Warning Systems (EWS) are an excellent option, enabling advance implementation to select mitigation actions.

Further research will encompass the relationship between natural hazards and decision science. Although, these insights identify several subjects to develop innovative and customized decision support and early warning systems for CI protection (Figure 8).

Figure 8: Flow chart for customized decision support and early warning systems based on user’s preferences about impacts, probability, and lead-time in natural hazard prediction.
III. PRACTICAL APPLICATION FOR SPACE WEATHER HAZARDS

By way of demonstration, we put together a simple application for an orbital maneuver of a Satellite in Geostationary Orbit (GEO) under emergency conditions. The GEO operator receives two independent early warnings at the same time: a) space debris proximity in the next 48 hours, and b) potential extreme geomagnetic storm. So, the decision problem (see details in Figure 9) is selecting one of two alternatives:

1) perform the orbital maneuver as planned in the procedure
2) postpone the orbital maneuver for 24 hours to avoid telecommand signal failures to the satellite

Naturally, various criteria should be assessed in the satellite operation, but as a hypothetical application we used the scenarios in Figure 5 as a probabilistic space weather prediction:

- Scenario A: high probability (above 70%) and short lead-time (below 10h)
- Scenario B: lower probability (below 10%) or long lead-time (after 24h)

The final decision is related to two hazard impacts: debris; and a geomagnetic storm. In traditional decision analysis, the best outcome is the highest expected value (for details, see Clemen, 1997). However, equally important, the decision is based on stakeholder preference profile, that is, their trade-offs between probability and lead-time. These characteristics are consistent with several studies in the literature (Wachinger et al., 2013; Kox et al., 2015; Caruzzo et al., 2018). For example, in Scenario B, the satellite manager can continue the maneuver schedule because of the low likelihood forecasts or longer lead-time (alternative 1 on Figure 9). On the other hand, with Scenario A, the manager could decide to postpone the action (alternative 2 on Figure 9). In fact, Park et al. (2017) point out in a solar flare forecast, the decision makers may tend to choose a larger probability threshold when cost becomes relatively higher. These conditions suggest the existence of motivational risk-decision-making biases related to probabilistic natural hazard forecast issues and should affect decisions related to space weather and CI protection as well.

IV. SUMMARY AND DIRECTIONS FOR FUTURE RESEARCH

This article has discussed some aspects for interdisciplinary research into natural hazard decision problems in real-world situations. Improving early decision using a probabilistic forecast is a grand challenge all over the world. It is our understanding, then, that an interdisciplinary research design provides...
what stakeholders think about all aspects of the decision problem. The potential application of this innovative research could bring about a paradigm shift in natural hazard-related decisions. That is, selection of mitigating action alternatives no longer depends only on ‘impacts table’ or ‘risk matrix,’ but also on end-users’ preferences about the trade-offs between probability and lead-time.

From a space weather hazard perspective, the new Solar Cycle (number 25) will start in the next two years, and the Solar maximum of sunspots is expected in 2025 (Pesnell and Schatten, 2018). It is important to note that space weather centers around the world have been developing numerous products that provide general information about solar activities. In spite of their usefulness, however, it is possible to advocate that space weather-hazard impacts alone for critical infrastructure protection is not at all recommendable or able to support a good decision-making choice. In other words, a single criterion approach centered on ‘impact only’ is no longer supportive and robust enough in contemporary decision problem evaluation.

Though all of these advances are relatively recent in other operational communities (e.g., hydro-meteorology), it is widely accepted that this issue requires an interdisciplinary research approach, applying the up-to-date techniques from space science (observations and forecast) and robust methods from decision sciences. Nevertheless, to reduce economic impacts associated with space weather threat prediction, it is essential that CI has an effective operational mitigation plan. Based on the insights, we believe this research design could provide a step toward new procedures and protocols for space weather-risk assessment.

As a final comment, it is interesting to notice that in the upcoming decade, space weather will become more and more relevant. Today, we are more vulnerable to space weather hazards than in the past, and in the future, our modern, technological society is going to be more vulnerable than it is today. To address this challenge, researchers at the Department of Atmospheric and Oceanic Sciences at McGill University are currently undertaking interdisciplinary research in which the various dimensions of natural hazards are used to develop new approaches and risk communications to support better decisions using experience from other cutting-edge research in the literature, through a multi-methodological and innovative scientific-technological approach.
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Abstract
The ionospheric response to explosive or impulsive events that occur at or below the Earth's surface has been noted since the first detonations of nuclear devices during the early period of above-ground testing. Acoustic Gravity Waves and Traveling Ionospheric Disturbances (TIDs) were detected in association with test explosions carried out by the USSR in Novaya Zemlya in 1961.

While research in this area has continued, the standards accepted by the Comprehensive Nuclear Test Ban Treaty for detection and confirmation of nuclear explosions have been based on (1) seismic; (2) hydroacoustic; (3) infrasound; and (4) radionuclide monitoring from ground detectors. We suggest that ionospheric sensing offers a complementary methodology which may allow for robust confirmation of explosive events.

One method of ionospheric monitoring of explosive events is analysis of Total Electron Content (TEC), available by processing data from Global Navigation Satellite System receivers distributed globally on land masses. TIDs observed by their signature in TEC have been used to detect and confirm mine collapses and blasts, earthquakes, volcanic eruptions, meteorite strikes, as well as underground nuclear tests. While an integrated measurement, like TEC, is not as sensitive to small-amplitude density perturbations as other methods, the existence of large networks of continuously operating GNSS stations make this an intriguing new monitoring asset.

I. INTRODUCTION

Above-ground nuclear explosions have been detected by ionospheric monitors since 1958, when nuclear tests were carried out on Johnston Island, southwest Hawaii. Disturbances, which propagated large distances and caused changes in ionospheric electron densities, were detected as far away as Brisbane, Australia. From times of arrival at Brisbane, the speeds of propagation of the disturbances were deduced to range from 200 m s⁻¹ to 840 m s⁻¹ approximately the sound speed at the altitude of the detonation.

During 1961, a series of Soviet above-ground nuclear tests were carried out at Novaya Zemlya and Semipalatinsk, Kazakhstan. Ionospheric disturbances were detected globally. The perturbations were attributed to atmospheric waves, in particular acoustic gravity waves (AGWs) [Hines, 1960], with wave periods of several minutes. As we discuss below, AGWs couple to the ionosphere and generate Traveling Ionospheric Disturbances (TIDs) which were detected in association with the tests near Hawaii and Novaya Zemlya [Hines, 1967; Breitling et al., 1967]. A study of variations in the electron density peak indicated propagation velocities between 50 and 900 m s⁻¹ corresponding to a mix of shock and acoustic waves.

There have been significant changes to nuclear testing and detection since these early days. Above-ground testing was banned in 1963 by the Limited Test Ban Treaty, leading to below-ground tests. A second change is a large increase in the number of ionospheric observations available on a regular basis. The main contributors to ionospheric electron density measurements are large networks of Global Navigation Satellite System (GNSS) stations, such
as the freely available International GNSS Service (IGS) (http:www.igs.org/) [Dow et al., 2009]. From the Total Electron Content (TEC) derived from GNSS data, perturbations in electron density corresponding to TIDs can be extracted. This has been done successfully [Park et al., 2011; Yang et al., 2012] for the 2006 and 2009 Underground Nuclear Explosions (UNEs) carried out by North Korea.

The wide availability of GNSS data enables nearly continuous global monitoring of the ionosphere, and in principle, of explosive events. In addition to nuclear tests, other impulsive events (earthquakes, mining explosions, volcano eruptions) generate waves that couple to AGWs and TIDs. TIDs are also detected in the ionosphere for a large range of natural phenomena including high-latitude magnetic activity [Hocke and Schlegel, 1996; Hunsucker, 1982; Richmond, 1978], tropospheric forcing [Forbes, 1995], and tsunamis and other ocean surface waves [Meng et al., 2015].

Figure 1 illustrates the basic concept of ionospheric responses to natural and man-made explosive events, and possible methods for detection. The explosions and earthquakes are shown over the green land mass, and tsunamis in the ocean generated by earthquakes in the ocean at lower right. Explosive events generate seismic waves that propagate at the Earth's surface. These are illustrated as dark circles over land. In addition, surface waves due to impulsive events give rise to shock and acoustic waves shown as light concentric circles propagating upwards through the lower atmosphere. When these waves intersect with the ionosphere, gravity and acoustic waves generate TIDs illustrated as dark bands in the F-region of the ionosphere. TIDs create perturbations in GNSS observations, symbolized by yellow zigzags, which can be observed by receivers, sounders and radio telescope arrays on the ground. In addition, the effects of TIDs generated in the conjugate hemisphere can be detected remotely. These new technical means combined with increasing tensions between nuclear powers stimulated this review of current and future methodologies for detection of explosive events.

Figure 1: Schematic illustrating ionospheric response to natural and man-made explosive events.

Explosions on land are shown at bottom left, earthquakes at bottom center; tsunamis due to earthquakes are shown in the ocean at bottom right. The surface and seismic waves on land are shown as concentric dark circles over land. The tsunami waves are shown as dark ripples in the ocean. The disturbances generate shock and acoustic and gravity waves are illustrated as light circles propagating through the atmosphere. When the waves reach the ionosphere, they generate Traveling Ionosphere Disturbances (TIDs) shown as dark bands in the F-region of the ionosphere. These perturb signals from GNSS satellite and galactic radio sources. The perturbations, illustrated by yellow zigzags, can be detected on the ground by GNSS receivers, High Frequency sounders and radio telescopes. Remote detection of waves generated in the conjugate hemisphere can also be observed.
The Comprehensive Nuclear Test Ban Treaty

The Comprehensive Nuclear Test Ban Treaty (CTBT) was opened for signature in 1996 and was signed by 183 member states of the United Nations in September 2017. The CTBT is comprehensive both in the sense that it bans tests everywhere (in space, the atmosphere, oceans, and underground) - in the sense that it bans any test involving an uncontrolled nuclear chain reaction, down to zero yield [Dahlman et al., 2009].

The CTBT has not yet entered into force because several of the states have not yet ratified the Treaty. Nevertheless, the U.N. General Assembly authorized the CTBT Preparatory Commission (PrepComm) to organize a Provisional Technical Secretariat (PTS), which is funded by contributions from the CTBT States Signatory to build and operate a worldwide monitoring system.

On behalf of the PrepComm, the PTS is required by the CTBT to use equal diligence in monitoring all geographic regions of the world and only the technologies that are described in the CTBT. The PTS collects data from the International Monitoring System (IMS) and analyzes the data at its International Data Center (IDC) to determine the locations and sizes of the events that produced signals in the IMS data. The IDC prepares a "screened" list from which it excludes events that are almost certainly not nuclear tests, based on criteria prescribed in the CTBT and updated with the approval of the PrepComm. Despite the existence of screening criteria, the CTBT does not authorize either the PTS or the PrepComm to announce conclusions on the nature of any of the events that it detects [CTBTO, 2012].

The four monitoring technologies named in the CTBT and used by the PTS are seismic, infrasonic, hydroacoustic and radionuclide. Among these, only radionuclide data provide a "smoking gun" positively confirming that an event involved an uncontrolled nuclear chain reaction. The effectiveness of the IMS in detecting nuclear tests in different settings has been the topic of many studies and several comprehensive reviews [National Research Council, 2012].

The hydroacoustic component of the IMS is very likely to detect even the smallest possible nuclear explosion anywhere in the oceans. In addition, a nuclear test in the ocean would be detected by both the seismic and radionuclide components of the IMS, by monitoring systems operated by several states signatory to the CTBT.

The infrasonic component of the IMS has a threshold for detecting nuclear explosions in the atmosphere that varies geographically and seasonally with changes in stratospheric winds. Nevertheless, infrasonic monitoring is effective against realistic scenarios of nuclear testing in the atmosphere.

There is concern that an underground nuclear test could evade detection by the CTBTO because, at least in some geographic regions, the detection threshold of the IMS misses the smallest possible test. Even if an underground test is detected, IMS data may not be sufficient to distinguish a small test from other "confounding" seismic events, which include naturally occurring and induced earthquakes, and mining explosions. Among the confounding seismic events, naturally occurring earthquakes are by far the most numerous.

Atmospheric Effects

The reaction of the neutral atmosphere to nuclear explosions has been observed since the early days of above-ground testing. Analysis by Hines (1960) led to acceptance that the waves emitted by explosions are atmospheric gravity waves.

There are two classes of waves emanating from explosive events, predominantly gravitational or acoustic. The first class restricts wave propagation to the horizontal surface with no phase propagation in the vertical direction. These surface waves are excluded in this paper on the basis of wave observations showing vertical propagation. The second class of waves is described by Hines (1960) as "internal" acoustic waves. These are further
divided by frequency into acoustic waves above the acoustic frequency, and gravity waves below the buoyancy frequency. Typical values for the acoustic and buoyancy frequencies are around 3.3 mHz and 2.9 mHz, respectively.

Internal atmospheric gravity waves increase in amplitude with upward propagation. Countering the amplification are damping effects due to energy dissipation, the effect of which is to remove higher frequency waves as they propagate upwards. Wave amplitudes reach a maximum value before being damped within a short altitude range that is frequency dependent.

Acoustic and gravity waves are further separated by their propagation characteristics. Acoustic waves (AWs) propagate isotropically outwards, while gravity waves (GWs) propagate primarily in the horizontal direction. There is a class of AWs which arises when the buoyancy force is comparable with the gravitational force, and the waves, while compressional, exhibit oblique propagation. These waves are described as Acoustic Gravity Waves (AGWs).

Different propagation characteristics of AWs and GWs allow us to distinguish between naturally occurring internal GWs, such as Traveling Atmospheric Disturbances (TADs) which typically propagate horizontally from high to low latitudes as a result of Joule heating, from AGWs generated by explosions which propagate obliquely outwards from the explosion site [Hines, 1960].

While the amount of energy radiated into the atmosphere is not large, there are few competing wave sources with compatible frequency and horizontal wavelength [Artru et al., 2004]. As earthquakes occur frequently and generate AGWs with similar characteristics as man-made explosions, attribution of observed waves is a critical aspect of remote detection which will be discussed in the section on Challenges.

As another trigger of AGWs, nuclear explosions have also been studied. Since nuclear testing in oceans, the atmosphere, or space was banned by the Limited Test Ban Treaty, testing has been carried out in underground cavities since this date. This method reduces the seismic signal by about two orders of magnitude relative to atmospheric testing [Latter et al., 1961; Herbst et al., 1961]. Distinguishing between waves generated by explosions and those triggered by earthquakes became a topic of much discussion [Argo et al., 1995].

As mentioned, AWs grow in amplitude with upward propagation to the lower ionosphere [Hines, 1960]. This factor, combined with the high percentage of upward wave energy, suggests that it is plausible to monitor wave emissions from explosions remotely. To first approximation, acoustic waves amplify as they propagate vertically. In a realistic atmosphere, effects such as a non-isothermal atmosphere, background neutral winds, viscosity, ion drag and heat conduction complicate calculation of wave amplitudes [Yeh and Liu, 1974]. Model calculations indicate a peak in acoustic wave velocity at altitudes over 100 km [Drobzheva and Krasnov, 2003]. At these altitudes, coupling to ions can generate Traveling Ionospheric Disturbances (TIDs) which are the ionospheric manifestation of AGWs originating at the Earth's surface.

**Ionospheric Effects**

TIDs can be generated by GWs, AGWs, or AWs by different mechanisms. They are classified into large-scale TID (LSTID), medium-scale TID (MSTID), and small-scale TID (SSTID), solely based on the velocity, duration, and the wavelength regardless of their generation mechanism.

The horizontal velocities of the LSTID, MSTIC and SSTID are 400 – 1000 m s\(^{-1}\) and lower than 200 m s\(^{-1}\), respectively, and the durations, or wave periods, are 30 minutes – 3 hours, 12 minutes – 1 hour, and few minutes, respectively, and the wavelengths of LSTID, MSTID and SSTID are greater than 1000km, 100 – 1000km, and 10 – 100 km, respectively [Rieger and Leitinger, 2002]. Among the different types of waves, GW and AGW tend to generate LSTIDs or MSTIDs while AW
generates relatively smaller scales of MSTIDs or SSTIDs.

II. TRAVELING IONOSPHERIC DISTURBANCES INDUCED BY NATURE

In this section, we briefly introduce several specific types of natural and man-made events in a different range of altitudes from underground, near surface, up to the atmosphere.

Geomagnetic storms are one of the common geophysical events known to generate perturbations in the ionosphere, typically LSTIDs. Richmond (1978) concluded that the most likely source of high-latitude gravity waves is Joule heating. Ho et al. (1998) observed two long lasting geomagnetic storms in 1993 and 1994 using a global network of GPS receivers. In both events, the IEC enhancement occurred within 1 hour of each event, and large-scale ionospheric structures were identified. From the event in 1994, the clear signature of a TID with a propagation velocity of up to 460 m s$^{-1}$ was detected.

Unlike geomagnetic storms, other natural and artificial events induce smaller scale TIDs, either MSTIDs or SSTIDs. Yuen et al. (1969) examined seismic, atmospheric, and ionospheric data after the Hachinohe earthquake in 1968. During Rayleigh wave propagation along the Earth’s surface with the velocity of about 3.5 km s$^{-1}$ upward traveling acoustic waves are produced that cause disturbances in the atmosphere up to heights of at least 300 km [Yuen et al., 1969]. The acoustic waves are Shock Acoustic Waves (SAWs) that propagate upward from the focal area in narrow cone of zenith angles with the sound speed at the corresponding altitudes. The sound speed of upward propagation depends on altitude and range from about 250 m s$^{-1}$ near the surface to 800 m s$^{-1}$ at 300 km altitudes. During upward propagation, the SAW is amplified exponentially due to the decrease of atmospheric density before interacting with the ionospheric plasma.

Tsunamis are another trigger of TIDs. Unlike the vertical propagation speed of the AW, which is of the order of 300 – 1,000 m s$^{-1}$, the GW induced from a tsunami in the ocean propagates obliquely upward with a vertical velocity of about 50 m s$^{-1}$ and takes a few hours for the wave to reach the ionosphere [Artru et al., 2005]. In the ionosphere, the AW generated by the tsunami wave generates TIDs, which then propagate horizontally with a velocity of the order of about 200 m s$^{-1}$ TID from explosive events.

Ionospheric disturbances generated by impulsive events near the surface or at low altitudes have been observed from volcanic eruptions and nuclear detonations. TIDs of several volcanic eruptions were studied using data from ionospheric sensors and GNSS receiver networks.

Roberts et al. (1982) detected TIDs induced by the explosion from the volcanic eruption of Mt. Helens in May 18, 1980, at IEC monitoring stations at ranges of less than 2000 km and up to 4950 km in range. The authors claimed that the TIDs from this volcanic eruption were induced by a gravity wave excited by the explosive activity. Several studies investigated the ionospheric signatures released from a series of strong eruptions at Mount Pinatubo in 1991, Lgarashi et al. (1994) observed the TIDs from this event at five ionospheric sounding stations in Japan. More recent studies, waves released from volcanic eruptions have been interpreted as acoustic waves based on the detected propagation speed.

TIDs are also generated by artificial events, such as nuclear explosions at tropospheric altitudes, the lower atmosphere, near the surface, and underground. The ionospheric responses due to atmospheric nuclear explosions have also been studied since the 1960's. Barry et al. (1966) applied linear acoustic theory to predict the ionospheric signature from a ground-level explosion. The prediction model was confirmed by the experimental results of 500-ton explosion in disturbance onset time, shape, and duration [Barry et al., 1966].

Since the Partial Test Ban Treaty (PTBT) was opened for signature in 1963, atmospheric nuclear
tests have been significantly reduced while more underground nuclear explosions (UNEs) have been carried out. As a source of acoustic fluctuations driving the magnetosphere and ionosphere [Mikhailov et al., 2000], UNEs and corresponding TIDs have been investigated for several decades. Assuming hemispherical upward propagation of acoustic waves, Rudenko and Uralov (1995) calculated the ionospheric effects from the acoustic radiation of a UNE and determined a relationship between the UNE parameters (depth, explosion yield, and mechanical property of the rock) and the vertical displacement of the ionosphere, which is produced by the shock wave above the blast site.

The UNE-generated TID was observed from GNSS-based TEC shown in [Park et al., 2011; Yang et al., 2012]. Unlike naturally occurring TIDs, the event-related TIDs can be identified based on the characteristics of the TIDs; such as the arrival time of the waves, the period, amplitude, etc. Park et al. (2011) detected the spatial signature of a TID induced by 2009 North Korean UNE by processing OPS data observed at multiple Continuously Operating Reference Stations (CORS) in South Korea, Japan, China, and Russia as shown in Figure 2 taken from Figure 2 in Park et al., 2011.

**Figure 2:** The locations of the underground nuclear explosion (UNE) and GNSS stations C1

(CHAN), C2 (CHLW), D1 (DAEJ), D2 (DOND), 11 (INJE), S1 (SUWN), S2 (SHAO), S3 (SOUL), Ul (USUD), Y1 (YANP), Y2 (YSSK) on the coastline map around Korea, China, and Japan. The grey-shaded signals highlight examples of the detected TID's Slant TEC (STEC) numerical third order 3-point derivatives for stations C1, D1, D2, 11. The bold dashed line gives the ground track for satellite PRN 26 with dots that indicate the arrival times of the TIDs at their IPPs. All time labels in the figure are in UTC. (taken from Figure 2 in Park et al., 2011).
III. DISCRIMINATION OF TIDs BETWEEN EXPLOSIVE EVENTS AND OTHER SOURCES

Numerous studies have investigated TIDs generated from various sources at different regions. These studies support the fact that TIDs can be identified with respect to the causative mechanisms/sources. This section introduces efforts to discriminate the TIDs induced by explosive events from the TIDs of other sources.

Roberts et al. (1982) compared the TIDs from volcanic eruptions with large-scale explosions based on the findings reported in the literature. The authors distinguished the characteristics of TIDs from different sources in terms of propagation velocity. The characteristics of volcano eruptions were compared to other literature, and it was concluded this type of event generated large acoustic perturbations with periods of 4-5 minutes and propagation speed of 300 m s⁻¹. The TIDs induced from 1-13 megaton explosions propagated at roughly uniform speeds of 630 m s⁻¹ and 770 m s⁻¹ while the TIDs from the Mount St. Helens' volcanic eruptions propagated with an average velocity of 355 m s⁻¹ up to 550 m s⁻¹.

Another approach for discriminating the TIDs from a particular event is to analyze the wave property of them. Garrison et al. (2007) and Park et al. (2011) applied cross-correlation analysis to the TID candidate waveforms considering the similarity between the ionospheric disturbances released from one source event and recorded at multiple stations. Garrison et al. (2007) generated a TEC time series from GPS data collected at 175 stations. By computing the cross-correlation between the filtered time series, a coherent disturbance was identified. Park et al. (2011) also focused on the correlation between the TID candidates to identify TIDs from multiple candidate waveforms by applying cross-correlation techniques. Using one distinctive signature as a reference TID, the correlation coefficients (CC) were computed in the filtered TEC time series from other GNSS stations that enabled semi-automatic processing.

Innovative Techniques

1. Passive High-Frequency Nery High Frequency (HFNHF) Sounding

While the GNSS analysis techniques described above create the possibility of a new global ionospheric monitoring scheme, the fact that they rely on integrated TEC measurements is problematic for monitoring far from the site of a low-altitude/surface explosion. While infrasound waves can be ducted around the world, the top of this duct is at approximately 120 km altitude, squarely within the E-region. Integrated TEC measurements are much more sensitive to fluctuations within the F-region where the bulk of the ions reside. Thus, a very "quiet" F-region is required for GNSS-based detections of E-region disturbances.

Because of this, monitoring the bottom-side ionosphere via HF sounding may be a more ideal approach. However, there is no network of HF sounders with anywhere close to the global coverage of continuously operating GNSS receivers. This is largely due to the relatively inexpensive nature of GNSS receiver stations compared to HF sounding/radar systems. The cost difference derives from the fact that the transmitters for GNSS receivers are free to the users, that is, the GNSS satellites are transmitters of opportunity (ToO), and a GNSS receiver system has a much smaller physical footprint. However, several investigators have shown the utility of HFIMF systems that use terrestrial ToOs to sound the ionosphere and characterize disturbances (e.g., Helmboldt et al., 2013). These methods, coupled with new, relatively low-cost, electrically short antenna technology enable portable/re-locatable monitoring systems.

Because MF systems are still broadcasting all over the world (e.g., AM radio), and HF systems are often still used for timing (e.g., WWV in the United States; BPM in China), a relatively low-cost worldwide network of HFIMF receivers could be fielded specifically to target the bottom-side
ionosphere and act as a supplement to any GNSS-based system.

Because the top of the thermosphere infrasound duct is at -110-120 km altitude, such HF systems could sound regions of the bottom-side ionosphere that are hundreds of kilometers away from any potential sites of interest and watch for the impact of ducted infrasound waves.

Additionally, since many high-power HF/MF ToOs support ionospheric propagation over distances of thousands of kilometers, the receiver systems could likewise be thousands of kilometers from the ionospheric regions to be monitored. Thus, a relatively low-density network of such receivers could be employed worldwide and enable monitoring over denied regions, such as the middle of the Pacific Ocean.

In addition to human-made ToOs, the sky is also populated with naturally occurring radio sources; such as supernova remnants, active galactic nuclei, quasars, and radio galaxies. Many such sources have radio-frequency spectra that increase rapidly with lower frequency, making them useful HFNHF beacons. The signals from such sources are very noise-like, therefore cannot be used as beacons in the same way as OPS signals. However, if multiple high-gain antennas are pointed toward the same cosmic radio source, cross-correlating the signals between each pair of antennas yields a very strongly peaked signal at a predictable time difference of arrival (TDOA). Gradients in TEC between two antennas' lines of sight cause this TDOA to be slightly off from the predicted value, making the phase of the cross-correlation quite sensitive to the local TEC gradient.

This cross-correlation of cosmic radio signals is the basis of modem radio frequency (RF) interferometry. For many decades, ionospheric fluctuations were the main limiting factor to the size of HFNHF interferometers, which in turn severely limited their angular resolution.

However, innovative techniques developed in the 1980's and 90's broke this ionospheric barrier, allowing for a renaissance for low-frequency RF interferometry. Consequently, new interferometers operating in the HF and VHF regimes have been and are being developed, including the low-band system on the Karl G. Jansky Very Large Array (VLA) in New Mexico, the Low Frequency Array (LOFAR) in the Netherlands / Europe, Murchison Widefield Array (MWA) in Australia, Long Wavelength Array (LWA) in New Mexico and California, and Low Frequency Aperture Array (LFAA) of the Square Kilometer Array (SKA) in Australia.

It was recognized early on that the ionospheric calibration methods that make high angular resolution synthesis imaging possible could also be used as high-precision probes of ionospheric structure. In particular, interferometers, like the VLA that also operate at higher frequencies, require extremely stable, atomic clock-based timing systems that allow for very precise measurements of fluctuations in baseline phases.

With the development of methods to monitor several (-20-50) moderately bright sources over the relatively wide 74 MHz field of view of the VLA, Cohen and Rottgering (2009) and Helmboldt et al. (2012) were able to perform larger-scale studies of both wavelike and turbulent ionospheric fluctuations. The key is not only the high precision of the measurements, but also the fact that interferometers are directly sensitive to the gradient in TEC rather than to absolute TEC.

Figure 3 shows examples of small-amplitude TEC gradient fluctuations following two separate explosion tests conducted at the Energetic Materials Research and Testing Center (EMRTC) near Socorro, NM. These were measured with the VLA using 340 MHz observations of the bright cosmic sources Cygnus A (10 March 2015) and Perseus A (25 July 2017) in the upper and lower panels, respectively. Cygnus A is significantly brighter than Perseus A, and it, therefore, enabled TEC gradient measurements with an order of magnitude better precision. In both cases, a significant disturbance is apparent 5-8 minutes after the blast after bandpass filtering the time series. In
both cases, the arrival times are consistent with infrasound ray tracing calculations, illustrating the potential for this method to monitor for moderate-yield and/or well-buried explosions.

The advent of new technologies that use electrically short, active antennas makes re-locatable arrays for monitoring purposes much more feasible. While interferometers like the VLA that use large parabolic antennas are fixed to one location and extremely expensive to reproduce elsewhere, dipole-based phased arrays are more economical and re-locatable. Several arrays already utilize this technology in fixed configurations (LOFAR, MWA, LWA), and re-locatable systems based on these are being developed. A system designed specifically for ionospheric monitoring would also benefit from the fact that only the brightest cosmic sources need to be observed, which greatly reduces the required collecting area/number of antennas. Such a re-locatable system can be located a few hundred kilometers from the region of the ionosphere to be monitored, and requires a relatively large footprint (several antennas with baselines of ~1km or more). Therefore, this type of platform may be better suited to targeted monitoring campaigns rather than a global monitoring network.

**Figure 3: The TEC gradient as a function of time relative to the detonation times for two EMRTC explosion tests.**

The plots show the gradients projected along the vector pointing from the EMRTC site to the approximate ionospheric pierce point location. The date/time and yield of each event is given above each panel. In both cases, the time series were bandpass filtered to highlight the detected disturbances. The frequency ranges used for the bandpass filters are printed within each panel. The 1-sigma uncertainties in TEC gradient are also given within each panel. The error in the time series within the upper panel is order of magnitude lower because a brighter source was observed (Cygnus A versus Perseus A).
2. Numerical Modeling

As shown in previous sections, TIDs are generated by a wide range of physical processes. In attempting to separate TIDs from impulsive events (detonations, earthquakes, rocket launches) which are generated by environmental processes (upward forcing from the troposphere, magnetic activity), models can play an important role.

While physics-based models of the ionospheric impacts of nuclear test explosions are generally not openly available, a number of models to specify and predict TIDs have been developed and published. These range from the empirical [Seker et al., 2009] and semi-empirical [Fedorenko et al., 2013] to physics-based [Shiokawa et al., 2005; Huba et al., 2015]. We will focus on models with particular relevance to TIDs from impulsive sources.

Models serve three major purposes in this area of research: (1) they can be used to confirm attribution of the sources of TIDs; (2) the combination of models and observations enables more accurate specification and forecast of ionospheric response; (3) accurate modeling can be used to specify potentially affected spatial regions when direct observations are absent.

In some versions of explosion simulations, the focus is placed on the generation of acoustic waves, treating the disturbance as pressure pulses that can be reduced to geometric rays. A variation of this ray-tracing approach is to combine empirical data with a physics-based model [Marchand and Berthelier, 2008] in order to explore the ionospheric response to the generation of acoustic modes by explosive events.

Meng et al. (2015) use a different physics-based model, the Global Ionosphere Thermosphere Model (GITM) [Ridley et al., 2006] to simulate the gravity waves generated by a tsunami, specifically the vertical displacement of the ocean surface that is modelled as a combination of sine waves. The actual tsunami wave field is presumably more complex, but may be treated as a linear superposition of the simple wave used as input in this simulation. The characteristics of the tsunami in the Pacific triggered by the Tohoku earthquake were used as input to the Wave Perturbation-GITM (WP-GITM) [Meng et al., 2015].

New numerical methods continue to advance the accuracy and extent of ionospheric modeling.

In the specific area of man-made impulsive events, modeling is still relatively untested, but tools developed to treat natural explosive phenomena may prove useful in extending the simulations to characterize and forecast the effect of man-made explosions on the ionosphere.

Challenges

As mentioned, TIDs are generated by a wide range of sources. The primary challenge to ionospheric monitoring of explosive events is reliable attribution of ionospheric perturbations. Upward forcing from the troposphere generates GWs and AGWs which are routinely observed in the ionosphere. These are detected under all conditions and have their own climatology. High-latitude TIDs are generated by magnetic activity. These are observed to propagate away from the high-latitude region. A wide spectrum of impulsive events (earthquakes, mining explosions, volcano eruptions) also generate TIDs. All of these sources of naturally occurring TIDs provide a background against which waves generated by explosive events must be extracted. In cases of small explosions, the signal to noise ratio is close to one, or even less than unity.

There has been little attempt to determine source characteristics or climatology of the wide range of TIDs. In particular, it is unclear if TIDs generated by explosions can be reliably separated from the high background of naturally occurring and man-made waves. We have described above the characteristics of ionospheric waves, which indicate that wave speeds, frequencies and spectral coherency analysis may provide a basis for wave attribution.
An initial effort to monitor TIDs from tsunamis using GNSS-based receivers has been described by Savastano et al., (2017). In the study, a wavelet analysis of the variations in TEC was carried out, and confirmation of tsunami-generated TIDs was made based on combination of observed wave speed and direction of propagation, combined with modeling. The authors conclude that real-time confirmation is probably not yet possible, but post-event confirmation can be done. Similar efforts to classify TIDs based on characteristic frequencies, wavelet coherence and propagation have not been attempted on any significant scale.

**Summary**

We have reviewed current understanding of the ionospheric response to impulsive events, both man-made and environmental. Currently this topic has high societal relevance because of potential violations of the CTBT which was established to ban all nuclear testing. The CTBT currently includes seismic, infrasonic, hydroacoustic and radionuclide monitoring. The addition of ionospheric monitoring could eliminate some false positives, thus enable more robust confirmation of explosive testing.

Earthquakes, volcano eruptions, tsunamis, bomb detonations, both above and below ground, all generate a wide range of acoustic waves which can be detected at varying distances from the source. Reliable detection of GWs, AWs and AGWs in the neutral atmosphere is complicated by the high background of these waves which occur routinely.

The ionospheric signatures of AWs and AGWs are TIDs which have been detected widely. A range of TIDs is generated, corresponding to the same events which launch AWs and AGWs in the atmosphere. A significant new aspect of TID monitoring is extraction of TID signatures via processing of TEC from GNSS, a global network of satellites and ground receivers. As TIDs represent perturbations in TEC, the absolute values of TEC are not important, thus avoiding the difficulties in estimation of receiver bias. The methodology has been tested in a limited number of event studies, using GNSS receivers.

Innovative techniques have been introduced recently. RF interferometry measurements respond to gradients in TEC, and not to the absolute values of TEC. This allows small TEC variations to be resolved which have not been detectable by other methods, greatly expanding the possibility of detection of small underground explosions.

In addition to innovative measurement techniques, physics-based modeling of TIDs has advanced significantly. By coupling ionospheric models that represent transport of wave energy generated in the lower atmosphere, the entire system can be specified. Tiris allows more robust attribution of the observed waves. Use of sophisticated models can assist in interpretation of sparsely monitored signals in areas where detection is difficult.
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