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Abstract 

Three-dimensional scanning is quickly becoming a valuable imaging modality in the 

healthcare field for a variety of applications requiring the external shape features 

of anatomical parts and other biological objects. It presents many clear benefits 

over existing and traditional medical imaging modalities, however the availability of 

biomedical-specific scanners and the cost of existing commercial models prohibit the 

widespread use of 3D scanning in a medical setting. The potential exists to expand 

the use of 3D imaging even further, by continuing to develop simpler, more cost 

effective scanning systems. 

In this thesis, a simple, low cost, 3D scanning system is presented, which employs 

the laser light-sectioning technique for data acquisition. A complete description of 

the system's calibration, image acquisition, image processing, data manipulation, and 

object reconstruction processes is provided. Specific focus is placed in the areas of 

calibration and data manipulation. For calibration, it is shown that the Direct Linear 

Transformation least squares algorithm is better than a purely analytical technique for 

finding the transformation required to calibrate images when input calibration data 

are noisy. For data manipulation, Elliptical Fourier Descriptors are shown to be an 

appropriate and beneficial means of fitting a smooth curve through the data collected 

from the scanner. The proposed design has been implemented in two prototypes. 

Promising results are shown which demonstrate the validity of the proposed design. 

Current system limitations are discussed with directions for future work. 
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Chapter 1 

Introduction 

1.1 Introduction to 3D Scanning and its Biomed­

ical Applications 

For many years, three-dimensional (3D) scanning systems for acquiring the external 

shape features of arbitrary objects have been widely used for industrial applications 

such as reverse engineering, part inspection, and automated design [1], [2]. Over the 

past few years, dramatic decreases in the cost of 3D scanning equipment have led 

to its increased use for many other applications, including rapid prototyping and 3D 

printing, development of realistic computer graphics in the video gaming market [1], 

e-commerce, various applications in the apparel industry [3], and more recently, in the 

biomedical field. Biomedical applications of 3D scanning include anatomical parts re­

construction [4], orthodontic treatment planning [5], cranial deformation research [6], 

cartilage morphology studies [7], anthropometric data collection [8], and various forms 

of surgery (plastic and maxillo-facial for example [9]). Additionally, "this technology 

enables full customization of manufactured parts for individuals by scanning and 

generating a geometric model of a human body and its respective parts and then de­

signing customized one-of-a-kind products. The application of this technology can be 

1 
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especially useful for the handicapped population in need of aids, such as wheelchairs, 

customized orthopedic shoes, special braces, and so on" [2]. 

There exists a variety of different techniques for acquiring 3D models of objects, 

all with a wide range of hardware costs, and differing levels of achievable accuracy and 

detail in the captured geometric models. Stereoscopic image-based techniques [10], 

structured light [11,12] and laser light-sectioning methods [13,14], time-of-flight range 

finders, and shape-from-silhouette algorithms [15], are all methods which have been 

studied in recent years. With advances in camera technology and computing power, it 

is becoming more and more possible to create such instrumentation both economically, 

and for specific applications. 

That being said, the majority of commercial 3D scanning systems have been de­

veloped with industrial applications in mind, and are not tailored specifically to a 

biomedical environment. There is currently a missing link between 3D scanning tech­

nology and biomedical-specific scanners, despite the emergence of applications where 

3D models of anatomical parts are proving invaluable for enhancing patient care. 

Therefore, the potential exists to increase the accessibility of 3D scanning technol­

ogy in healthcare by continuing to develop simpler, more cost effective systems for 

acquiring the external shape features of biological objects. This will help expand the 

use of 3D models in biomedicine even further. 

1.2 Thesis Objectives 

The overall objective for this research is the development of a simple 3D scanning 

system for biomedical purposes, with the underlying goals of the system being cost 

effectiveness and versatility. We decided to focus upon the accepted technique of 

laser light-sectioning for this system. In this thesis, our objectives were to explore 

multiple design options at different stages of the 3D scanning process and to validate 



the chosen techniques experimentally, specifically in the areas of calibration and data 

processing. It was also an objective to demonstrate the execution of the chosen design 

options by implementing a prototype system and testing this system on multiple test 

objects, including an object representative of a biological object. 

1.3 Thesis Contributions 

1.3.1 Major contributions 

The following is a list of thesis contributions with brief descriptions of each. 

1. An overall system design for a simple, low-cost, versatile 3D laser 

scanning system using the laser light-sectioning technique 

This thesis presents the overall system design for a simple and low-cost 3D 

laser scanning system. Different methods of accomplishing various stages of the 

scanning process have been examined and their advantages and disadvantages 

are discussed. Based on the accepted laser light-sectioning technique, the 

chosen design is both economical and versatile, taking into account several 

design considerations for biomedical applications. 

This contribution was presented at the IEEE International Instrumentation 

and Measurement Conference, I2MTC'08 (Victoria, BC) in May 2008 [16]. 

a. Design implementation, validation, and testing 

In this thesis, the feasibility of the proposed design is demonstrated with two 

prototype iterations; the first validating the calibration and data processing 

techniques and the second offering more automation and precision in the 
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data collection process. Implemented systems were tested with numerous test 

objects, including an object representative of a biological entity. Measures 

and procedures have been set for the quantitative assessment of system 

performance. Quantitative and qualitative results are presented. Overall, 

both prototypes validate aspects of the calibration, image acquisition, image 

processing, and object reconstruction capacity of the chosen design. 

2. The identification of the best calibration technique between two vi­

able methods 

In this thesis, it is shown that compared to a purely analytical technique, 

the Direct Linear Transformation (DLT) algorithm using least squares (LS) 

is the best technique for finding a homogeneous transformation matrix, H, 

which is used to remove camera perspective distortion in the system. The 

two techniques were evaluated according to their performance using noisy 

data. Simulation data were created to mimic the image calibration for the 

proposed scanning system. A 3-way analysis of variance (ANOVA) test was 

used to identify the effects of calibration method, noise level, and point location 

within the image on transformation accuracy. Although studies exist in which 

calibration methods have been evaluated for accuracy, to our knowledge, 

no study has looked at the interaction between all three of these factors. 

Overall, the DLT LS method proved to be more robust when input data are 

noisy and is thus recommended as the best algorithm to be used in this scenario. 

Results from this work were presented at the 31s t Annual Canadian Medical 

and Biological Engineering Conference, CMBEC31 (Montreal, PQ) in June 

2008 [17]. 
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3. Demonstrated use of Elliptical Fourier Descriptors (EFDs) as a suit­

able method for planar section reconstruction when using the laser-

light sectioning method 

a. EFDs for noise reduction (results for real and simulated data) 

b. EFDs for creating seamless planar section contours (results for 

real data) 

Ideally, the point coordinate data collected would correspond exactly to the 

position of the object's surface profile in 3D space; however, due to noise in 

the measurement data, this is not the case. The effect of this noise on the 

point coordinate data should be minimized. Furthermore, a complete and 

continuous planar section of the object's profile must be constructed from 

multiple segments of data since the scanner collects data from multiple views 

about the object in order to give a 360° view. This thesis presents work 

demonstrating how EFDs can be used for reducing noise in the captured data, 

as well as for reconstructing the data segments into a complete continuous 

planar section contour. Through analyses on both simulated and real data it 

is shown that EFDs are a useful data processing tool for the proposed scanner. 

To our knowledge, EFDs have not been used for a 3D biomedical scanner of 

this type. 

Results from this work were presented at the IEEE International Workshop on 

Medical Measurements and Applications, MeMeA '08 (Ottawa, ON) in May 

2008 [18]. 



1.3.2 Minor contributions 

Although not the main focus of this research, the following is a list of minor thesis 

contributions with brief descriptions of each. 

1. A consolidated literature review 

This thesis presents a comprehensive literature review of the state of the art 

in 3D scanning technology, with a specific emphasis on laser light-sectioning 

systems. Additionally, a review of recent biomedical research involving com­

mercial 3D laser scanners is presented, which lead to the compilation of a list 

of design considerations and recommendations for the further development of 

biomedical-specific laser scanners. 

2. Labview application for data collection 

A Labview (National Instruments) application was developed for data collection. 

Images are captured and scanner mechanics are controlled via a single user-

friendly interface, facilitating future work on the scanner apparatus. 

1.4 Organization of Thesis Dissertation 

The remainder of this dissertation is organized as follows. Chapter 2 presents a 

high-level review of the literature in the field of 3D scanning, specifically in the area 

of laser light-sectioning. Chapters 3 to 7 present different aspects of the 3D laser 

light-sectioning scanning system. A system flow diagram of these aspects is shown in 

Figure 1.1, which also illustrates the organization of these chapters. 

Chapter 3 presents an overview of the 3D laser light-sectioning technique; a general 

system design is presented with relevant literature which lead to a more refined system 

design. This refined design is Contribution 1. Chapter 4 discusses the calibration of 

the system. Contribution 2 is contained in Chapter 4. Chapter 5 presents image 
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Figure 1.1: Diagram of chapter organization based on system flow diagram. 

acquisition and image processing combined. Chapter 6 describes the processes used 

for data manipulation. Contribution 3 on Elliptical Fourier Descriptors is contained 

in Chapter 6. Object reconstruction is presented in Chapter 7. 

With the overall system described completely, Chapter 8 presents results of the 

proof of concept experiments conducted for the proposed system which demonstrate 

the validity of the chosen approach. These results constitute Contribution la. Con­

clusions and recommendations for future work are discussed in Chapter 9. 



Chapter 2 

Background and Literature Review 

This chapter provides a high-level overview of 3D scanning technology and current 

literature on the topic. Section 2.1 describes the basic principles behind the many 

different technologies that currently exist for acquiring 3D object surface data. In 

Section 2.2, a more detailed background on the state of the art in laser light-sectioning 

scanners is provided, the particular technique chosen for this thesis. To provide 

insight into the importance of 3D imaging technology in medicine, Section 2.3 provides 

examples of where 3D scanning has proven to be useful in biomedical applications, 

many of which use the laser light-sectioning scanners specifically highlighted in Section 

2.2. Finally, the motivation for this thesis is presented in Section 2.4. 

2.1 3D Scanning in the Literature 

Many different techniques for acquiring 3D models of objects currently exist, all with 

a wide range of hardware costs, and differing levels of achievable accuracy and detail 

in the captured geometric models. Figure 2.1 summarizes these techniques and their 

respective classifications. High-level reviews of the different 3D model acquisition 

techniques and the processing of range scanner output data into efficient numerical 

representations of objects can be found in [1,2,19]. 

8 



9 

3D Data Acquisition Technologies 

Example: 

CMM 

Examples: 

CT 

MRI 

Ultrasound 

Examples: 

Stereoscopic 
imaging 

Shape-from-
silhouette 

Examples: 

Optical triangulation 
(laser light) 

Structured 
light 

Time-of-flight 
range finders 

Amplitude 
modulating systems 

Figure 2.1: Diagram of 3D data acquisition technologies and their classifications. 

At the most general level, these different technologies are classified into two main 

measurement categories: contact based and non-contact based [2]. As the names 

imply, contact based measurement systems require physical contact with the object 

of interest, and non-contact based systems do not. 

Contact-based 3D measurement systems tend to be very precise, but are quite 

slow, expensive, and not easily automated [2]. An example of a contact-based system 

is a Coordinate Measuring Machine (CMM) in which the coordinates of a probe are 

recorded when it is physically brought in contact with the object; this tends to be a 

very manual process [2]. 

In the non-contact realm of 3D scanning, a further division is based on the use 



10 

of 3 or 2.5 dimensional sensing devices; that is, some technologies are capable of 

capturing true 3D information, whereas others are considered to provide data in "2.5 

dimensions", meaning 3D information is inferred from 2D data, such as images. 

2.1.1 Non-contact 3D systems 

Examples of 3D sensing devices are found mostly in medicine; Computed Tomography 

(CT), ultrasound, and Magnetic Resonance Imaging (MRI) [2] are a few examples. 

CT measures the attenuation of radiation passing through the body, based on the 

density of the tissue or part of the body being imaged [20]. The result of a CT scan 

is a series of images that depict 'slices' of the part of the body being imaged. The 

major disadvantage of CT is the fact that it uses ionizing radiation, which can cause 

tissue damage. Ultrasound imaging uses sound as the external source of energy which 

penetrates the medium. Measured characteristics of the reflected sound waves reveal 

details about the inner structure of the medium [20]. MRI uses magnetic energy 

to excite selected atomic nuclei within the object such as hydrogen protons, which, 

during the relaxation process, provide electromagnetic signals which can be used to 

form an image [20]. MRI images have very high-resolution and provide excellent soft-

tissue contrast, however scanning time tends to be long (between 3 to 10 minutes) 

and is therefore susceptible to patient motion [20]. 

In general, 3D sensing devices are extremely expensive to purchase and operate (in 

the range of millions of dollars) [2]. Comparatively, 2.5D based measurement systems 

have become more ubiquitous due to their speed in acquiring data, their non-invasive 

nature, and their relatively lower cost, which is more in the range of tens to hundreds 

of thousands of dollars [2]. In contrast to CT, MRI, and ultrasound, 2.5D systems 

can only yield external features of objects, not internal ones. These sensing devices 

can further be categorized as being either active or passive, each of which is explained 

in more detail in the following sections. 
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2.1.2 Non-contact 2.5D passive systems 

Passive 2.5D devices simply record light that already exists in the scene [19]; that 

is, they do not emit any kind of radiation themselves but instead rely on detecting 

ambient or natural light reflecting off the object [2]. These systems employ at least 

one camera, but often involve a multi-camera setup [2]. Passive methods tend to 

be very inexpensive, because in most cases, the instrumentation required is very 

simple; just digital cameras without the need for particular optical hardware. In 

general, the acquisition times for passive imaging systems are well below one second, 

which is one of this method's main advantages [6,13]. Another advantage, due to 

their imaged-based nature, is the fact that they can simultaneously capture color 

and texture information, making them suitable for applications requiring realistic 3D 

visualizations, such as the creation of avatars for game development [13]. They also 

have a larger viewing angle compared to active systems [13]. On the other hand, "the 

quality of these digitizers remains below that of active digitizers" [13]; lengthy post­

processing time, lower geometric accuracy, design complexity, and performance when 

scanning topologically complex objects remain issues for passive techniques [6,13,19]. 

Examples of non-contact passive 2.5D techniques are stereoscopic imaging and shape-

from-silhouette imaging. 

Stereoscopic imaging 

Stereoscopic imaging (or stereophotogrammetry) refers to the special case of passive 

measurement where two cameras (located slightly apart) are used. By simulating 

human stereoscopic vision, 3D distances to the surface of the object are recovered 

from the images by means of triangulation [5,19]. Stereoscopic systems are considered 

to be potentially one of the best solutions for video-rate 3D data capture due to the 

speed at which such a system can acquire data [13]. 
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Shape- from-silhouette 

Another passive technique is called the shape-from-silhouette method [15]. This tech­

nique involves placing an object in front of a plain background and imaging it from 

different angles. Silhouettes of the object's outline against the background can be 

extracted from the images and substituted for actual geometry. A major restriction 

of this method is that only smooth convex objects can be reliably digitized [13]. 

2.1.3 Non-contact 2.5D active systems 

In order to measure 3D surface information, active scanners actively emit some kind 

of radiation or light, sometimes using special patterns, and then detect the light's 

reflection off of the object's surface using an appropriate sensor [2]. Different devices 

use different illumination sources, such as coherent light (laser) or incoherent light 

(white light), with varying wavelengths or bandwidths [2]. Active systems usually 

provide more accurate results than passive systems, with less computational cost. 

Examples of non-contact active 2.5D techniques are optical triangulation, structured 

light, time-of-flight range finding, and amplitude modulation. 

Optical triangulation 

"One of the most common forms of active range sensing is optical triangulation" [19]. 

This technique uses laser light as the illumination source. The fundamental principle 

behind optical triangulation is as follows. A focused beam of light illuminates a tiny 

spot on the surface of an object. The reflected light beam is collected by a sensor and 

the location of the centre of the spot is computed. Tracing a line of sight through the 

location of the spot until it intersects the illumination beam will reveal the point on 

the surface of the object from which the light is being reflected, as shown in Figure 

2.2. The spot location, the camera's line-of-sight, and the laser beam form a triangle. 
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With certain aspects of the geometry known, namely, the spot location on the sensor 

u, the triangulation distance b, the angle between the laser beam and the camera a, 

and camera's focal length / , the distance to the point on the surface can be computed 

using trigonometry. 

Figure 2.2: Diagram illustrating triangulation (adapted from [21]). 

Many variations of this basic setup have been developed over the years to facilitate 

the scanning of an entire object's surface. The laser spot can be scanned over the 

entire surface of the object, either manually or with mirrors [19]. Another common 

approach is to use special optical filters to fan the laser beam into a plane which 

then appears as a stripe across the object. In this laser light-sectioning approach, the 

sensor used is a 2D matrix, typically a charge coupled device (CCD) camera. The 

resulting image provides a profile of the object at the location of the laser stripe. This 

is the approach used in this thesis; a more detailed literature review in this area of 

3D scanning is provided in Section 2.2. 

There are many reasons for choosing laser as the source of illumination for a 

3D scanning device. Compared to incandescent or fluorescent light, "lasers can be 

focused tightly over very long distances and they have an extremely narrow radiation 

spectrum" [19]. The ability to project very narrow stripes allows for better system 
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resolution, and with a depth of field considerably larger than that of a typical sensor 

camera, they do not have to be focused during normal operation [13]. Their narrow 

spectrum makes them less susceptible to interference from ambient illumination in 

the surrounding environment [19]. This also means the laser can be easily filtered 

out from ambient light using a narrow-bandpass filter, allowing laser systems to be 

used in normal daylight conditions [13]. Furthermore, "diode lasers are compact 

and inexpensive" [13] making them a natural choice for a 3D scanning system. One 

fundamental limitation of using laser technology is the requirement of having an 

adequate clear view between the surface points being scanned and both the laser 

source and the sensor [1]. 

Structured light 

A common variation to the optical triangulation approach is to project many points or 

stripes of light at once to capture as much shape information as possible in one image 

[19]. These structured light systems function according to the same basic principles 

of triangulation, except now a 2D pattern of stripes or dots (i.e. a grid or a line stripe 

pattern) is projected onto the object of interest. The deformation of the pattern 

on the object is captured by a CCD camera and used to calculate distances [9,13]. 

The patterns are typically projected with one or more LCD projectors. The main 

advantage of structured light systems is their acquisition speed because many dots or 

stripes are captured at once; a fast acquisition time can reduce distortion from object 

motion. 

One challenge with this approach, however, is that since the system projects mul­

tiple patterns, it is difficult to identify individual elements. Occlusions may make it 

difficult to determine which imaged stripe center corresponds to which illuminating 

stripe [19] therefore complex image processing software must be able to distinguish be­

tween two different lines [13]. Solutions to this challenge currently being researched 
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include a technique called Multistripe Laser Technology (MLT) [11,12], and tech­

niques which use different colours to disambiguate the stripes [12,13]. Sensitivity to 

ambient light remains an issue, and certain assumptions have to be made about the 

object's surface smoothness in order to use these techniques [13,19]. 

Examples of commercial developers of active structured light scanning systems 

are: Inspeck (Quebec, Canada) which develops Talbot-effect-based digitizers that 

use white light projectors instead of laser light [13] and Steinbichler Optotechnik 

(Neubeuern, Germany) which makes the Tricolite system, another white light stripe 

projection system using an LCD projector and CCD camera [9]. 3DMD (Atlanta, 

GA) [10] is an example of a company which combines structured light techniques 

with stereoscopic imaging (see Section 2.1.2) for their 3D scanners, which are made 

specifically for biomedical purposes, for example, visualization, measurement, and 

surgical planning for the face, head, torso, and body. Their approach is to use an 

active stereo technique whereby a unique random light pattern is projected onto the 

surface and used as the foundation for triangulating the geometry in 3D from images. 

Time-of-flight range finding 

Time-of-flight devices also use laser light, but in this case, the laser is used as a range 

finder. The scanner emits a focused pulse of laser light towards the object and times 

how long it takes for it to return to the sensor. Since the speed of light is known, 

the time it takes for the light to return is used to calculate the round trip distance 

of the light pulse; the distance to the object surface can then be determined [19]. 

The scanner scans its entire field of view to get the distance profile of an object. 

Time-of-flight range finders are capable of measuring very long distances, however 

their accuracy is limited by how accurately the speed of the light pulse can actually 

be measured. 
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Amplitude modulation 

An amplitude modulating 3D scanning system employs a continuously operating laser 

beam with its power modulated sinusoidally over time. When the laser beam reflects 

off the object's surface and returns to the sensor, it still has sinusoidal power variation 

however, it is now out of phase with the emitted laser beam. The roundtrip distance 

to the object surface can be computed by calculating the phase difference between 

the emitted and reflected power signals. [19] 

2.1.4 3D Models and their applications 

The data returned by these 3D scanning technologies can come in different forms 

depending on the technology used. Most 2.5D systems return what is called a range 

image, which is similar to a conventional camera image, except rather than each pixel 

storing a colour or intensity value, they store a depth value [19]. Multiple range 

images are then merged in order to create a complete 3D surface. Data from 2.5D 

scanners can also be just a set of (x, y: z) points in 3D space, referred to as a point 

cloud. The product of merging multiple range images is also a point cloud. A 3D 

model is created by connecting these data points with their nearest neighbors to form 

triangular or polygonal faces [19]. 

Once a full geometric model is constructed from the range data, it may be used 

for a number of purposes. Industrial applications include part inspection, reverse 

engineering, and rapid prototyping [1,2]. Reverse engineering refers to the process of 

creating Computer Aided Design (CAD) models from an existing part so that it can be 

copied and re-manufactured [2]. Rapid prototyping and 3D printing refers to making 

high resolution hardcopies of objects using technologies such as stereolithography [19]. 

3D scanning technology is also having a major impact on the entertainment industry. 

These scanners are instrumental in the development of realistic computer graphics in 
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the video gaming market [1], not only by facilitating the capture of existing objects 

but also by allowing sculptors to work in their preferred medium (such as clay) while 

still being able to bring their sculptures into the computer [19]. 

The applications of 3D models most relevant for this thesis are those recently 

emerging in the biomedical field. These will be discussed in more detail in Section 

2.3 in the context of laser light-sectioning scanning in particular. 

2.2 Active Scanning: The Laser Light-sectioning 

Technique 

The 3D scanning method chosen for this research, the laser light-sectioning tech­

nique, is a form of active optical triangulation in which the laser, fitted with line 

optics, creates a horizontal light plane. The theory behind optical triangulation was 

presented in Section 2.1.3, however to briefly explain how it is adapted to the laser 

light-sectioning case, the technique involves projecting a plane of laser light onto the 

object and then capturing images of reflected light where the object's surface profile 

intersects the laser plane. By determining the geometric parameters of the scanner 

setup, either explicitly or through a calibration process, the (x, y, z) coordinates of 

the illuminated points lying along the object's surface can be computed in a trigono­

metric fashion [13]. Technical details of how this technique is implemented for the 

3D scanner presented in this thesis will be provided in Chapter 3. The remainder 

of this section will provide a background on the state of the art in the area of laser 

light-sectioning. 

A review of many different 3D laser light-sectioning digitizers is provided in [14], 

with comparisons given for accuracy and speed. Most of the scanners presented 

are research initiatives under development, although a few commercial systems are 
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mentioned. The author proposes a classification scheme for these laser light-sectioning 

scanning systems. They describe raw acquisition systems as those where no encoding 

techniques have been applied; that is, one image is captured by a frame grabber for 

each new position increment of the scanning mechanics [14]. The scanner presented in 

this thesis would fall under the category of raw acquisition. Raw acquisition scanners 

evaluated in [14] include those presented in [22] and [23] and will be discussed more 

in Chapter 4 within the context of calibration. The other classifications given for 

laser light-sectioning methods are space-encoded (the projection of successive binary 

patterns onto the scene) and smart sensors (with on-chip range computation). Most 

scanners discussed hereafter will fall under raw acquisition systems or smart sensors. 

There are many commercial 3D scanners available which employ the laser light-

sectioning technique. A few of these scanners will be highlighted here; many of 

these scanners have been chosen specifically because they have been used for various 

biomedical purposes, both in practice and in research. Table 2.1 provides a summary 

of these scanners, highlighting their cost and, if applicable, examples found in the 

literature of their use in biomedical applications. These applications will be discussed 

in more detail in Section 2.3. 

The first three of these scanners appeared in a recent review of current commer­

cial 3D digitizers [13], which gave special consideration to active laser triangulation 

based systems. One popular 3D scanning company is Konica Minolta Inc. (Osaka, 

Japan) [29] who produces both the Vivid 700 and 910 laser light-sectioning scanners. 

These scanners, which sell for about $60,000 USD are "mobile and handy" [25] with 

applications in a variety of fields, ranging from industrial engineering to the survey 

of works of art. These systems offer the flexibility of connecting several scanners by 

means of a Small Computer System Interface (SCSI) link in order to record multiple 

range scans simultaneously. This of course increases the operating costs significantly. 

As shown in Table 2.1 these scanners have been particularly popular in the biomedical 
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Table 2.1: Summary of Commercial 3D Scanners. 

Company Scanner Type of Intended appli- Biomedical uses 
technology cations 

Cost(USD) 

Konica Vivid 700 Laser light Various (not 
Minolta and 910 stripe biomedical 
Inc specific) 

Face (orthodontics [24]; 
plastic and craniofacial 
surgery [9, 20, 25, 26]; bio­
metrics [27]) 

$60,000 

Cyberware WB4, WBX 

Metris ModelMaker 

Laser light Whole body Whole body (anthropomet- $150,000-
stripe rics [8]; apparel [3]) $350,000 

Laser light 
stripe with 
digitizing 
arm 

Various (not 
biomedical 
specific) 

None found unknown 

Polhemus 

Shape-
Grabber 

Next-
Engine 

3D 
Digital 
Corp 

Vitronic 

Creaform 

FastSCAN 

Ai310, 
Ai810 

Desktop 3D 
Scanner 

EScan 

Vitus 

ERGOScan 

Handheld 
laser light 
stripe 

Laser light 
stripe 

Multistripe 
Laser Tech­
nology 

Laser light 
stripe 

Laser light 
stripe 

Handheld 
laser light 
stripe 

Various (incl. 
biomedical) 

Various (not 
biomedical 
specific) 

Various (incl. 
biomedical) 

Various (incl. 
biomedical) 

Biomedical 
(whole body, 
head, foot) 

Biomedical 

Face (biometrics [27]; facial 
deformation research [6]), 
whole body (apparel [3]) 

Cartilage research [7] 

None found 

None found 

Whole body (anthropomet­
rics [8]; apparel [3]) 

Prosthetic design [28] 

$21,50-
$27,500 

$99,000-
$199,000 

$3,500-
$5,000 

$7,400 

unknown 

$40,000 

3DMD 3dMDface, 
cranial, 
torso, body 

Active 
stereopho-
togramme-
try 

Biomedical Face (biometrics [27]) unknown 
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field, despite the fact that they are not developed specifically for this purpose. 

Another popular 3D scanning company described by [13] is Cyberware (Monterey, 

CA) [30]. Although their systems can capture photorealistic images of a wide range 

of objects, they are probably most noted for their fullsize human body scanners. 

Cyberware systems are "complex, not portable, and prohibitively expensive for many 

applications" [13]. Depending on the application, the exceptional quality offered by 

these systems might not outweigh the need for a simple, economical and portable 

solution. 

The last commercial laser scanning company evaluated by [13] is Metris (Leuven, 

Belgium) [31] which produces ModelMaker, a laser-stripe scanner head that can be 

attached to a mechanical digitizing arm. An object is scanned by manually moving 

the laser head around the object. Although the system is straightforward to use, 

acquisition time is in the order of 10 minutes due to the manual manipulation required 

[13]. The ModelMaker system offers submillimeter accuracy, and the option of using a 

rotational platform alleviates the dimensional restrictions of the mechanical arm [13]. 

Other 3D scanning companies which have been researched include Polhemus 

(Colchester, VT), ShapeGrabber (Ottawa, ON), NextEngine (Santa Monica, CA), 

3D Digital Corp (Sandy Hook, CT), Vitronic (Wiesbaden, Germany), and Creaform 

(Levis, PQ). 

Polhemus [32] develops handheld laser-stripe scanners for a wide variety of appli­

cations. Their light-weight and portable FastSCAN device provides real-time visual 

feedback for straightforward monitoring and control of the scan process. One caveat 

with handheld scanners is that they do require some training and skill in order to 

use them effectively, otherwise the scans may turn out incomplete [27]. ShapeGrab­

ber [33] develops industrial laser scanners which are mostly used to inspect complex 

parts for design or quality control purposes, or to produce computer models of objects 

for reverse engineering. Accuracy of these systems therefore needs to be extremely 
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high, which of course is reflected in their cost. Their two main models are $99,000 

USD and $199,000 USD which include a computer, software, training, and mainte­

nance. The licence for the software alone is $16,000 USD, a good portion of the entire 

cost. Some biomedical applications are reported on their website [33], such as the 

inspection, modeling, and manufacturing of prosthetics and dental components. 

Two of the most economical scanners found to date are developed by NextEngine 

[34] and 3D Digital Corp [35]. The NextEngine Desktop 3D Scanner system, designed 

for small to medium sized objects, uses proprietary Multistripe Laser Triangulation 

(see Section 2.1.3). Their system sells for $2,500 USD and offers an accuracy of about 

±0.4mm. The accompanying software for the scanner costs an additional $1,000 to 

$2,500 USD. 3D Digital Corp.'s EScan system, a lightweight, accurate, and quick 

solution for scanning medium sized objects, sells for about $7,400 USD. Both of 

these systems sit on a table or tripod and therefore only capture a frontal 3D profile; 

multiple scans have to be merged to form a complete 360 ° model. 

Vitronic [36], originally an industrial machine vision company, produces the Vitus 

series of scanners for scanning the body, head, and foot. These scanners are designed 

more for high volume scanning applications where accuracy is not as high of a priority; 

scanner resolution is in the range of 1 - 5mm. Examples of applications for these 

scanners would be in a fitting room for taking measurements for custom clothing or 

uniforms or for creating models of the human body for ergonomic design purposes. 

Lastly, Creaform [37] is a producer of handheld laser scanners for a variety of pur­

poses. One such model, the ERGOScan, is made specifically for biomedical purposes 

such as orthotic and prosthetic design, plastic surgery planning, and cranial scan­

ning. This user-friendly, highly-portable device offers accuracies of up to ±0.5mm 

at a cost of about $40,000 USD. Note that 3DMD (see Section 2.1.3) has also been 

included in Table 2.1; although their technology is not laser-based, they produce a 

variety of scanners specifically made for biomedical purposes and are included here 
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2.3 Biomedical Applications of 3D Laser Light-

sectioning Scanners 

There are numerous applications in medicine where a 3D model of the external fea­

tures of an anatomical part is beneficial. Traditionally in medicine, CT and MRI 

technology have been used for recording and visualizing different anatomical struc­

tures in 3D, however these tools are expensive to operate, provide more detailed 

information than would be required for a 3D surface geometric model (i.e., internal 

features), and involve elaborate and time consuming procedures. Furthermore, CT 

exposes the patient to harmful radiation and is therefore not safe for use in routine 

procedures. "Examination methods that can record 3D changes of body surface struc­

tures precisely, rapidly, and without side effects or major inconvenience for the patient 

would be of great benefit" [25]. Hence, the shift towards 3D scanning technology for 

acquiring 3D models of anatomical structures. 

In general, 3D laser scanning provides a less invasive, non-ionizing, economical, 

and fast alternative to other imaging modalities. Although there is a wide range of 

costs for various laser systems, they are still generally less expensive and more flexible 

than full 3D imaging systems (i.e. CT, MRI), while obtaining much more densely 

sampled shape data than completely passive systems (i.e. stereoscopic imaging) [1]. 

Compared to traditional methods, laser scanning systems also offer the advantage of 

relatively faster acquisition times. 3D models from laser scanners are also a valu­

able communication tool; realistic visualizations are not only useful for consultations 

between physicians but also facilitate communicating with patients about certain 

aspects of their condition and/or planned treatment [5]. 
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The most common applications of 3D models in practice are in the area of or­

thodontics and surgery planning. These and a few other examples are summarized 

here to highlight the breadth of research and diagnostics that are now being conducted 

with the use of 3D scanning techniques. If applicable, the specific scanner used (as 

shown in Table 2.1) is also described. 

Orthodontics and oral maxillofacial surgery planning 

Having computerized 3D models of different facial structures is a huge benefit for 

many orthodontic and surgical applications. A good review of applications of 3D 

imaging in orthodontics, as well as in oral and maxillofacial surgery can be found in [5]. 

Some applications include: "pre- and post-orthodontic assessment of dentoskeletal 

relationships and facial aesthetics, auditing orthodontic outcomes with regard to soft 

and hard tissues, and 3D treatment and surgical planning" [5]. Computerized 3D 

models of different facial structures can also assist in the fabrication of custom-made 

archwires and other orthodontic devices. 

Schwenzer et al. [9] performed a study to investigate the accuracy and precision 

of two commercial 3D measurement systems, one employing a white light technique 

and the other using laser, in order to evaluate their appropriateness in biomedical 

applications. The systems tested were the Vivid910 laser scanner from Konica Mi­

nolta and a Tricolite white light scanner from Steinbichler Optotechnik (Neubeuern, 

Germany). "Both systems are unobjectionable with regard to health" [9] however, 

when using the Vivid910 scanner, for a complete facial image covering 270°, up to 

four views would be required which adds to acquisition and registration time. See [9] 

for other advantages and disadvantages of these scanners in biomedical applications. 

Kusnoto et al. [24] assessed the accuracy of generating 3D models of both a dental 

model and a plaster facial model using the Vivid700 3D surface laser scanner (also by 
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Konica Minolta). Measurements taken from the dental model of two dental parame­

ters, intermolar width and palatal vault depth, were shown to be accurate to 0.2 mm 

and 0.7 mm respectively [24]. These findings will be useful for comparison with the 

proposed scanner in this thesis, as will be discussed in Chapter 8. 

For applications in plastic and reconstructive surgery, Kovacs et al. [25] evaluated 

the precision and accuracy of the 3D assessment of a complex artificial surface replicat­

ing the human face, again with a Vivid910 3D laser scanner. The goal was to provide 

recommendations concerning possible clinical applications of the scanner [25]. Due 

to the fact that Minolta scanners are not specifically designed for biomedical applica­

tions, they looked at factors related to the recording procedure and the processing of 

scanner data on final results including lighting, alignment of the scanner and object, 

the examiner, and the software used to convert measurements into virtual images [25]. 

They also performed a follow-up study which looked at the same factors for real hu­

man faces [26]. Overall, "accuracy proved to be good enough to satisfy requirements 

for numerous clinical applications" however the fact that the device cannot capture 

a 360 ° view in one session was deemed a disadvantage [25]. Although multiple scan­

ners can be linked for this purpose, they suggest it might not be widely adopted 

in practice because of the considerable cost of purchasing and operating more than 

one scanner [25]. One case where multiple Vivid910 scanners have been used is in 

a research project by Rana et at. [20] who are working on developing a craniofacial 

surgical planner using input from CT, 3D laser scanners, and photogrammetry. They 

have used two linked Minolta Vivid910 scanners for this system. Through this mul­

timodal approach, they hope to be able to reconstruct human hard and soft tissue 

along with anthropometric landmarks for a complete surgical planning aid. The role 

of the laser scanners in this case is to capture facial skin surface soft-tissue data. Two 

scanners are used in order to get a more complete model of the face, however even 

with this setup, they do not get a full 360 ° model. 
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Anatomical parts reconstruction for reverse engineering and prosthetics 

A recent article in Mechanical Engineering profiled the reverse engineering applica­

tions of 3D scanning in the biomedical field. 3D scanners can be used "to create the 

prosthetic twin to a body part lost to cancer or trauma, such as a hand or an ear" 

via rapid prototyping processes [28]. The ERGOScan handheld device, by Creaform 

(Levis, Quebec), was "recently used to create a natural looking prosthesis for a pa­

tient who lost the left half of her nose to skin cancer" [28]. A prosthesis was created 

using stereolithography based on a model of the remaining half of her nose, and the 

3D model was used in the planning of her rhinoplasty operation. The FastSCAN 

device (by Polhemus) has been used for fitting patients with prosthetic and orthotic 

devices in partnership with Hanger Orthopedic Inc (Bethesda, MD) [38]. 

A research group in Italy, Tognola et al. [4,39-41], is developing a laser scanner for 

anatomical parts reconstruction as well. The culmination of this work is a method for 

acquiring a 3D point cloud of an anatomical object's surface as well as a novel surface 

reconstruction algorithm. Their system employs a HE-NE laser, and the MaxReflex 

motion capture system (two CCD cameras and a real-time video processor) from 

Qualysis (Gothenburg, Sweden). This equipment setup was chosen because it is 

common in biomedical laboratories designed for motion capture and gait analysis 

where the 3D position of passive reflective markers would be captured rather than 

active laser reflections. Surface scanning in this case is performed by manually moving 

a laser beam all over the object surface while the two digital cameras and video 

processor measure the 3D position of the dot. This system will also be compared to 

ours in Chapter 8. 
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Face scanning for facial deformation research and biometrics 

3D scanners can provide models for studying asymmetrical facial structures, func­

tional and facial soft tissue movements, and differential facial growth, for monitoring 

progressive skeletal pathologies more objectively [13,24]. A study, which used the 

Polhemus FastSCAN scanner, has shown that facial dysmorphogenesis, or facial de­

formations, "can serve as an accessible and informative index of brain dysmorpho­

genesis in neurological and psychiatric disorders of early developmental origin" [6], 

such as Down's syndrome (a chromosomal abnormality), as well as in less readily rec­

ognizable conditions such as velocardiofacial syndrome and even in schizophrenia [6]. 

Other applications of 3D laser imaging to face and brain studies include: facial an­

thropology, facial growth, fetal alcohol syndrome, clinical malocclusion, and sexual 

dimorphism [6]. 

Biometrics is also an area of interest when it comes to face scanning. Boehnen 

et al. [27] studied the accuracy of 3D scanning technologies in a face scanning sce­

nario by reviewing several 3D scanners, many of which are general purpose scanners 

not designed specifically for faces, particularly the Vivid910 from Konica Minolta, 

and the handheld FastSCAN from Polhemus (which included a special attachment 

for scanning the face even though it is a general-purpose device). A 3DMD scanner 

was also used for this work. The most accurate scanner reviewed (in every category) 

was the Vivid910, followed closely by the 3DMD and Polhemus scanners. The differ­

ence in accuracy between the Minolta and 3DMD was small. The advantage of the 

3DMD system is that it requires only milliseconds to take its scan, which is especially 

important with live moving subjects, but the sampling is much coarser. While the 

Polhemus was "not as accurate as the 3DMD and Minolta scanners, its portability 

opens other potential uses" [27]. Using this type of handheld scanner does require 

some skill to use [27]. 
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Carti lage research 

A study presented in [7] provides a method to accurately assess articular cartilage 

morphology using 3D laser scanning technology, potentially a very valuable tool in the 

study of osteoarthritis (OA), a degenerative disease of cartilage in articulating joints. 

They used the ShapeGrabber (Ottawa, ON) laser scanner for acquiring 3D models 

of articular cartilage. Being able to accurately assess different aspects of cartilage 

morphology, such as total volume and average thickness as well as more localized 

parameters such as local thickness and surface curvature are of significant interest in 

OA research for studying disease progression of OA and assessing the effectiveness of 

treatments. 

W h o l e b o d y scanning for anthropometry 

CAESAR, which stands for Civilian American and European Surface Anthropometry 

Resource, was the first large scale 3D anthropometry survey project conducted using 

3D scanners. About 6,000 civilians in the USA, the Netherlands and Italy, were 

scanned to create this anthropometric database. The Cyberware [30] and Vitronic 

[36] full-body scanners were used. 3D scans of entire human bodies contain much 

more information about the human body shape than the traditional anthropometric 

measurements and provide opportunities to extract new measurements [8]. 

W h o l e b o d y scanning for apparel 

There is significant potential for the use of 3D models in the apparel industry, par­

ticularly in cases where custom-made garments are required on a large scale (i.e. 

military) [3]. A review of whole body scanners can be found in [3], where the spe­

cific goal was to compare specifications of different systems in order to provide some 

direction for further research into the use of these technologies for the apparel and 
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custom fitting industry. Both light-based (white and LED) and laser light-sectioning 

systems were explored; the laser-based systems included WB4 and WBX by Cyber-

ware, FastSCAN by Polhemus, and Vitus by Vitronic. The main disadvantage of 3D 

scanning technology, compared to traditional anthropometry or tape measurement 

methods, is the cost of the technology [3], about $150,000 to $350,000 for whole body 

scanners. 

Until 3D scanning began to be employed, this was a time consuming and laborious 

task. For example, a 1988 anthropometric survey of US Army personnel required 

four hours physically to landmark, measure and record the data of one subject [3]. 

This technology "has the potential for obtaining an unlimited number of linear and 

nonlinear measurements of human bodies" [3] which would be much more precise 

and reproducible than measurements obtained through a more physical measurement 

process. The US Army now uses the Cyberware WBX system to develop and analyse 

body shapes for armour coverage and for other military uniform clothing [3]. 

2.3.1 Challenges of using industrial scanners in biomedical 

applications 

"In order to apply surface scanners to medicine, one usually has to resort to commer­

cially produced systems originally designed for industrial use" [9]. Despite the fact 

that "these devices can be considered as the state of the art of scanning technology 

for their remarkable accuracy, resolution, and velocity, they may present some limi­

tations" [39] when adopted for biomedical applications. The special characteristics of 

vital tissues include many aspects rarely encountered in artificial objects (e.g., great 

variations in texture, tension, transparency, and reflectivity) that have to be inves­

tigated as possible sources of error in the clinical use of the scanning technique [25]. 

Also, measurement errors due to patient movement, even just from breathing, are 
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inevitable, meaning the accuracy levels that these scanners are capable of attaining 

(sometimes at a micron level) are not realistically achieved in a medical scenario [27]. 

Furthermore, the "variety of scanner systems and types available is a major obstacle 

to giving general recommendations concerning the use and benefits of scanners in 

medicine" [25]. 

This is why there has been so much work done to evaluate certain commercial 

scanners in order to determine their precision and accuracy in defined medical ap­

plications (see [3,9,24,25] as discussed above). Many company websites advertise 

the effectiveness of their scanners for biomedical purposes by presenting case studies, 

much like the ones summarized above, of where their scanner has been shown to be 

useful for a particular scenario. Only very recently have scanners emerged on the mar­

ket which are catered specifically to healthcare and biomedical research institutions 

(i.e. 3DMD, Creaform, Vitronic). 

2.4 Motivation for this Research 

Although many of the studies presented in Section 2.3 have concluded that certain 

available commercial scanners are useful for biomedical applications, and the 

advantages of using the laser-light sectioning technique are apparent, there are still 

many aspects of this technology that can be improved upon in order to promote 

its use for biomedical purposes even further. This is the underlying motivation for 

this research. Based on the literature reviewed, a list of design considerations for 

a biomedical-specific 3D scanner has been compiled and is presented in Appendix 

A. However, as it has not been the main focus of this thesis to address all of these 

issues, only those particular aspects of laser light-sectioning technology that we hope 

to improve on with this research are listed here: 
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1. cost effectiveness; 

2. simplicity of design; 

3. automation of data acquisition steps where possible; 

4. reliable and robust processing of data; 

As shown in Table 2.1, currently available commercial 3D scanning systems em­

ploying the laser light-sectioning technique have been found to cost anywhere from 

$3,500 to $350,000 USD. Since cost is often a major roadblock in many healthcare 

institutions, this was a key motivation for this research. By including more complex­

ity in software algorithm development, the use of simple, inexpensive, off-the-shelf 

components lends itself to a more economical design with a straightforward setup. 

Automation of the acquisition process was also a key motivator, to help reduce the 

need for user intervention. Finally, since the complexity (and cost) of many com­

mercial scanners increases in order to produce highly accurate data, and since noise 

in measurement data is inevitable in many biomedical scenarios, the final motivation 

was to explore reliable and robust data processing options that would address noise in 

the measurement data and which would be particularly suited for biological objects. 



Chapter 3 

System Overview 

In this chapter, an overview of a general system design for a laser light-sectioning 

scanner is presented. A review of relevant literature describing design possibilities for 

each of the various system stages (calibration, image acquisition, image processing, 

data manipulation, and object reconstruction) is provided in Section 3.1. More em­

phasis is placed on those areas where there is significant focus for this thesis. This 

background research provides the basis for a more refined laser light-sectioning sys­

tem design, which is presented in Section 3.2. The various system stages (calibration, 

image acquisition, image processing, data manipulation, and object reconstruction) 

for the proposed system are described. 

3.1 General System Design Overview 

3.1.1 General hardware setup 

A typical system employing the laser light-sectioning technique would have the fol­

lowing setup (Figure 3.1). A laser fitted with line optics creates a horizontal light 

plane (i.e. parallel to the xy-plane), the trace of which is visible when projected onto 

the object of interest. The image of this trace is recorded with a CCD camera, which 
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is inclined at a fixed angle a, relative to the xy-plane. The goal of each measurement 

is to obtain one segment of one planar section of the object. Multiple planar segments 

are obtained by rotating the laser and camera about the object, yielding a complete 

planar cross-section. Multiple 360 ° planar sections are stacked upon a vertical axis 

giving a reconstruction of the object. 

Figure 3.1: Laser light-sectioning system diagram 

The main design decision to be made in terms of the hardware setup is the angle 

at which to place the camera. The system's measuring range and resolution will be 

determined by the triangulation angle between the plane of the laser line and the 

optical axis of the camera [42]. The larger this angle, the larger the observed lateral 

displacement of the line, which means objects with finer detail can be scanned (i.e., 

resolution is high). For objects with large variations in surface topography, a smaller 

triangulation angle must be used to increase the measurement range; the tradeoff in 

this case is poorer resolution. [42] 

3.1.2 General image acquisition and data processing steps 

The general image acquisition and data processing steps for obtaining a reconstruction 

of the exterior features of an object are summarized in Figure 3.2 and listed below: 
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1. Calibration: the system must first undergo a calibration procedure to de­

termine a transformation matrix H which will compensate for the projective 

distortion of the camera. 

2. Image Acquisition: M views of the laser trace on the object are then cap­

tured, separated by rotations of R = ^ - about the vertical z-axis. This process 

is repeated for n planar cross-sections in vertical increments along the 2-axis. 

3. Image Processing: images undergo processing in order to isolate the laser 

trace segments within the image, and determine a set of point coordinates to 

represent the trace. 

4. Data Manipulation: laser trace point coordinates are transformed using the 

transformation matrix obtained from the calibration procedure. Then the seg­

ments are registered into a common coordinate system by rotating them to their 

respective orientation and stacking them along the vertical z-axis. Curve fitting 

is applied to the segments of each planar section to form entire 360 ° outlines 

of the external profile of the object, resulting in a 3D point cloud representing 

the object's surface. 

5. Object Reconstruction: a 3D surface mesh is applied the point cloud in 

order reconstruct the final 3D model. 

These general data acquisition and processing steps are each described in more 

detail below with relevant references to the literature. 

Review of calibration techniques 

For the general light-stripe case shown in Figure 3.1, the result of projecting a plane 

of laser light onto an object is an illuminated stripe where the plane intersects the 

object's surface. This is captured by a camera in a 2D image. Since the camera 
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Figure 3.2: Flow diagram of general image acquisition and data processing steps for 
the laser light-sectioning technique. 
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used to capture images is located at a fixed angle a to the laser plane, the images 

contain perspective distortion. A geometric transformation can remove the linear 

part of this distortion. A calibration procedure is required to find the transformation 

matrix which will eliminate the linear portion of the camera perspective distortion 

for points lying along the imaged laser traces (in the xy-plane). Therefore, the basic 

goal of calibration is to find the geometric relationship between the illuminated pixel 

coordinates and the world coordinates of the corresponding object's surface points 

[22]. 

This section provides an overview of some of the work being done in the area 

of camera calibration, specifically for applications involving 3D scanning using laser 

light-sectioning. The most standard case of calibration is where the world points lie 

on a 3D surface. As a result, there is quite a bit of literature on this non-coplanar 

camera calibration [43]. Not as much attention has been given to coplanar camera 

calibration, where the world points lie on a 2D plane, because it tends to be the less 

frequent but more complex case [44]. The case of laser light-sectioning is one example 

of where coplanar calibration techniques can apply. 

Chatterjee et al. [44] present a review and analysis of several different algorithms 

for coplanar camera calibration, some of which use linear methods (meaning the pa­

rameters are computed by solving a linear system of equations) and others which use 

non-linear methods. Non-linear approaches provide optimal results, where 'optimal-

ity' refers to certain orthonormality constraints which the extrinsic camera parame­

ters must satisfy. Linear methods are computationally efficient but lack accuracy in 

the camera parameter estimates producing sub-optimal results. If one is concerned 

with finding optimal solutions of all camera parameters, then linear methods are 

non-ideal because these methods cannot explicitly compute all calibration parame­

ters [44]. Salvi et al. [43] also present a detailed review of some common calibration 

algorithms, both linear and non-linear. They also conclude that the advantage of 
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linear techniques is the simplicity of the models leading to simple and rapid calibra­

tion whereas non-linear optimization would be required to get accurate and optimal 

estimates of individual camera parameters [43]. 

As a further simplification to the coplanar case, Chen and Kak [22] propose that 

when a camera is used in conjunction with a light stripe (the laser light-sectioning 

case), it is possible to obtain the transformation relationship without having to worry 

about the low-level details such as the precise locations of the camera and/or laser, 

nor the intrinsic camera parameters. They show that if the fundamental theorem of 

two dimensional projectivity is applied, "each image point can uniquely determine 

the world coordinates of the corresponding object point" [22] without the need to 

calculate the sensor's position or intrinsic parameters explicitly. The transformation 

from image coordinates to world coordinates involves a set of linear equations which 

can be solved analytically or by using least squares [23]. This approach is beneficial 

since the exact camera and laser position are difficult (or near impossible) to mea­

sure manually and intrinsic parameters require very complex methods to estimate 

with sufficient accuracy (as explained above) [23]. In fact, many strongly discourage 

manual pose measurements since they can induce very significant inaccuracies in the 

shape measurements [14]. Note that this approach is only valid under the condition 

that it be possible to use the pin-hole model for the camera [22]. Since a camera is 

essentially a mapping between the 3D world and a 2D image, a camera model is used 

to describe the mathematical relationship between the coordinates of a 3D point and 

its projection onto the image plane of the camera. The common pin-hole model treats 

any camera as an ideal pin-hole camera; that is, a camera where the camera aperture 

is described as a point and no lenses are used to focus light [45]. Although the model 

does not include geometric distortions, it is considered to be a reasonable description 

of how a camera depicts a 3D scene. It is used in many computer vision applications 

and its validity increases with camera quality. 
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Building on the work of Chen and Kak, Reid [23] proposed a projective calibration 

method for their laser light-sectioning range system for a robotic vehicle, which models 

a projectivity between two planes; the plane of the laser stripe and the plane of the 

camera's detector array [23]. Control point pairs are acquired from orthogonal objects 

placed within the scene. This simple, elegant and accurate calibration technique is 

applicable to many other light-stripe sensors [23]. [46] also uses the projectivity ideas 

of Chen and Kak for a laser light-sectioning system, whereby the system is first 

calibrated by placing a calibration grid in the scene to compute the transformation 

before an object is imaged. 

Again, all of these linear methods involve solving for parameters with systems 

of linear equations. One drawback of linear techniques is that they are not capable 

of non-linear lens distortion modeling [43] and the parameters obtained do not cor­

respond to the physical parameters of the camera itself. However, Chen and Kak 

have shown that these distortions only become important for object points that are 

far away from the camera lens (usually farther than two feet) [22] which is beyond 

the distances considered for the proposed scanner in this thesis. If needed, lens non-

linearities may be taken into account by a variety of techniques, some of which have 

been summarized by [43] and [44]. 

As mentioned, these linear systems can be solved both analytically, or with least 

squares methods. The method proposed in [46] uses an analytical approach, whereas 

that in [23] uses least squares. One method of finding a least squares solution is the 

Direct Linear Transformation algorithm presented in [45]. This algorithm has been 

used in many other calibration and registration scenarios. For example, in [47] two 

uncalibrated CCD cameras and the DLT algorithm are used to obtain the relative 

relationship between two neighboring assembly devices. Also, [48] presents an efficient 

approach for medical image registration; alignment between two medical images with 

various forms of geometric distortions is achieved by using the DLT algorithm for 
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parameter estimation of a projective transformation matrix. 

One problem with using the DLT approach directly on a set of candidate control 

points is the fact the DLT algorithm is a least-squares estimation method and there­

fore performs poorly in the presence of outliers [48]. Far outliers can have an enormous 

effect on the estimated transformation model because the error is squared [48]. In 

the case of calibration for a laser light-sectioning system, outliers would result from 

mismatched control pairs and would arise more frequently when the control pairs are 

determined by automated processes. 

As a final note on calibration, a precise calibration method can allow for lower 

quality and cost components to be used while still achieving high-quality scans. As 

long as the scanner's mechanical stability is maintained, then the imperfections in 

alignment will be quantified and compensated for through the calibration procedure 

[13]. Also, keeping in mind that calibration complexity would increase costs, the 

design can be simplified by using a more manual calibration process. In the specific 

case of biomedical applications, the calibration procedure should ideally be simple, 

so that any user can perform it [13]. 

Review of image acquisition techniques 

Different laser light-sectioning systems use different approaches for image acquisition. 

The object can be rotated on a turntable in fixed degree increments while the laser and 

camera remain fixed [33]. Alternatively, the laser and camera head can be rotated 

about the object, while still remaining fixed relative to each other. Some systems 

sweep the plane of laser light across the object using mirrors controlled precisely by 

servo or stepper motors [23,29,30,34,35]. Others require that the laser plane be 

swept over the object manually using a hand-held device or a mechanical arm which 

tracks its location [31,32,37]. Handheld systems are portable and flexible, but many 

incorporate a magnetic tracker used as a 3D frame of reference so their accuracy 
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may decrease in environments containing metal objects or electromagnetic fields due 

to interference with the tracking system [4]. Some measurement systems aim to 

incorporate the Next Best View (NBV) problem, which is to determine the next best 

position of the scanner in its workspace such that some previously unseen portion (s) 

of the viewing volume will be captured given the range data already acquired [2]. 

Regardless of the technique used, all of these areas of research are a result of the 

simple fact that 3D laser light-sectioning scanners cannot scan through an object, and 

so to acquire a complete surface description of an object images of where the laser 

plane intersects the object must be taken from different vantage points such that the 

entire 360° view of the object is captured. 

In the specific case of biomedical applications, the image acquisition technique 

should involve as much automation as possible so as to lessen the requirement for an 

expert user, as in the case of the manually swept scanners (i.e., [31,32]). Acquisition 

time should also be as rapid as possible to help reduce human body movement artefact 

when taking measurements [3]. 

Review of image processing techniques 

The goal of the image processing stage is to determine a discrete set of point coor­

dinates to represent the laser trace. Unfortunately, the line in the image is in most 

cases diffuse and spread out over many pixels [49]. Figure 3.3 shows an image of a 

test object with the laser trace projected onto it and Figure 3.4 shows what the trace 

would look like under ideal lighting conditions for image capture. As shown in Fig­

ure 3.4, although the laser trace is very thin, it can span multiple pixels; determining 

a set of coordinates that best traverse this trace can thus result in quantization error. 

The first step is segmentation, which is the identification of the laser trace object 

within the image. The image is segmented by applying a threshold in order to isolate 
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Figure 3.3: Sample object with laser trace. 

the laser trace from the rest of the image. For images with ideal lighting, good con­

trast, and little noise, "it is sufficient to apply a simple threshold value to extract the 

object from the image" [49]. Otherwise, images acquired must first undergo prepro­

cessing in order to condition the images for effective segmentation. This could involve 

background removal techniques or contrast adjustments. Segmentation can result in 

an image where everything below the threshold is set to one intensity value and ev­

erything above is set to another (i.e., a binary black and white image). Segmentation 

can also mean that only those pixels above the threshold are considered for further 

processing. This can be accomplished with line walking algorithms [49] whereby an 

area of interest is computed by walking a pre-defined search column along the im­

age, scanning the next column for the maximum value pixel, centering the search 

column on that pixel and retaining those above and below it. This continues until no 

maximum value above a given threshold is found [49]. 

Once the method of segmentation has been chosen, the last step of the image 

processing stage involves determining a discrete set of point coordinates to repre­

sent the laser trace. Much research has already been done in this area. A good 

review of algorithms which can be used for determining point coordinates from laser 

trace images captured with a laser light-sectioning system is provided in [49]. Some 
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Figure 3.4: Diagram showing laser trace thickness at a pixel level. 

examples of techniques for this step include line thinning algorithms [50,51], peak 

detection [49,52,53], and center of gravity techniques [13,49]. Preferably, the method 

chosen will find the position of the centre of the laser trace with subpixel accuracy [13]. 

The simplest form of peak detection detects the maxima along each vertical line within 

the image. However, "simply calculating the maximum intensity along a cross section 

of the laser line will not result in reliable detection of the centre of the line" [49] due to 

certain interference with the laser and the object surface which can lead to artificially 

bright points. Centre of gravity techniques can achieve subpixel accuracy because 

by measuring the pixel signal intensities and then calculating the center of gravity 

coordinate, the result will not necessarily lie on a specific pixel. With a line thinning 

approach, the trace is usually thinned to a line one pixel thick, but the choice of that 

one pixel can sometimes result in a bias, as will be discussed further in Chapter 5. 
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Review of data manipulation techniques 

The transformation matrix found during the calibration process is used to transform 

all sets of point coordinates, removing the linear portion of the projective distortion. 

As described above, many views are necessary to acquire the object's shape from 

all sides. The next stage of data manipulation is to place all the data sets into the 

same coordinate system in order to merge all of the scans into a single shape. The 

problem of finding each of the rigid transformations required to rotate and translate 

the data sets into this common coordinate system is called registration or alignment. 

For 3D laser scanners which produce range images (see Section 2.1.4) as their output 

these transformations must be computed using the range data itself by iteratively 

computing the transformations that will align any two given scans most closely. Range 

image registration can be a very complex and computationally expensive task. See 

[54-56] for examples of work being done in the area of range image registration. 

If the 3D scanner is under precise computer control or is carefully tracked however, 

then the registration problem is more trivial. This is the case for the laser light-

sectioning system shown in Figure 3.1, since the rotations are controlled as well as the 

vertical increments of the camera/laser platform. For a given plane, the M segments 

of point coordinates are rotated according to their angular position about the central 

axis of rotation and assigned ^-coordinates which correspond to the proper increment 

level in order to introduce the 3 r d dimension. The data now represent a point cloud 

because the point coordinates actually form a cloud in 3D space representing the 

surface of the object. 

After registering all data sets into a common coordinate system, ideally all individ­

ual points would lie exactly on the surface of the reconstructed object [1]. However, 

this is not the case due to noise and systemic errors in the data. Therefore, the data 
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manipulation stage should also include techniques for noise reduction. Residual er­

rors in range data can come from various sources including: effects from using active 

optical scanning technology, the design of the particular 3D scanner itself, and the 

object's surface properties [2]. Those due to active optical scanning technology are 

related to the use of laser and include the "mixed pixel" or edge curl effect [57] and 

optical blurring. The design of a particular range scanner introduces its own sources 

of error which can include precision of the camera calibration, the methodology used 

to obtain coordinate point data for the imaged laser traces, and the alignment pro­

cess. The object's surface properties introduce noise such as laser speckle (i.e., the 

interference of light waves emanating from a textured surface), changes in albedo (i.e., 

surface reflectivity), and concavities which can cause reflections of the illumination 

source [2]. 

There are various ways to account for this residual error. Preprocessing tech­

niques could involve removing outliers from the data, filtering the data, or, in the 

case of a laser light-sectioning scanner with data in planar segments, fitting the in­

dividual data segments to polynomials or splines before aligning them about the 

axis of rotation. Another approach to deal with residual error is to define new es­

timates of actual surface points by averaging samples from overlapping scans once 

they have been aligned [1]. Different methods of achieving this are discussed in [1] 

and include techniques, such as: modeling the measurement error locally and then 

optimally reconstructing the object surface using the two overlapping sets of data as 

"estimations" in a probabilistic sense [55], and computing surface values as weighted 

averages of overlapping range data, where the weight used is proportional to the il­

luminance received by the sensor [58]. These methods assume range input data and 

not necessarily data from planar laser light-sectioning. 

Finally, one may choose to smooth the data even further by fitting it with a 

curve. In the case of laser light-sectioning where data is collected in planar sections, 
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the points for a given planar section could be interpolated by inserting line segments 

between neighboring points, producing an interpolated reconstruction of the curve. 

Such a reconstruction would probably still be noisy and may very well have many 

more line segments than are necessary [19]. A better solution would be to estimate 

a curve that approximates the shape outline very closely, but does not necessarily 

interpolate the range data points [19]. Depending on the complexity of the segments, 

options could include polynomial fitting, splines, or Elliptical Fourier Descriptors [59]. 

This curve fitting process would be repeated for each of the n planar cross-sections. 

Review of object reconstruction techniques 

The registered range images or point clouds produced by 3D scanners are typically 

not used directly. Most applications require a 3D model. The process of converting 

a point cloud into a polygonal 3D model is called object or surface reconstruction. 

The reconstruction process involves taking all of the range data, precisely registered 

into a common coordinate system, and connecting adjacent points in order to fuse 

the data into a single continuous surface. [19] 

There has been a lot of research conducted in the area of surface reconstruction. 

A survey of surface reconstruction methods can be found in [60]. A number of these 

solutions take advantage of the original structure of the data; that is, they work 

on range images which have been registered into a common coordinate system (as 

described above), treat them as surfaces, and merge those surfaces together. This 

process is called integration because although the range images may be registered 

together, they are still not integrated into one single surface. Examples of work 

in the area of range image integration are [54,58]. Unfortunately, like range image 

registration itself, this 3D stitching process can be quite complex and computationally 

expensive and "does not always produce high quality meshes" [19]. 

By contrast, some solutions disregard the structure of the range data altogether 



45 

and compute a surface straight from a point cloud of range points rather than merg­

ing partial range surfaces [19]. Since data from the scanner described in this thesis 

is not collected in the form of range images, we require such a surface reconstruction 

solution. Much work has been done in finding surface representations from sets of 

unorganized points, including [61,62]. A common approach is to create meshes of con­

nected triangles whose vertices are the points in the clouds. Many of these algorithms 

are based on the theory of Delaunay triangulation [63], the definition of which ensures 

that no point in the cloud lies within the circumcircle of any triangle in the mesh (the 

circumcircle is a circle drawn around a triangle, such that all 3 points of the triangle 

touch its perimeter). Delaunay triangulations tend to avoid skinny triangles by max­

imizing the minimum angle of all the angles of the triangles in the mesh. A survey of 

Delaunay triangulation techniques can be found in [64] and some specific examples 

of Delaunay triangulation based surface reconstruction algorithms for unorganized 

point clouds can be found in [65,66]. Examples of where Delaunay triangulation 

has been used specifically for point cloud data in the form of planar sections (i.e., 

from CT, MRI, or a laser-light sectioning scanner) include [67,68]. "Computing the 

required 3D Delaunay triangulation can be prohibitively expensive in terms of time 

and memory required" [69] especially for datasets with a large number of points. A 

relatively new algorithm for defining a triangular mesh, the "ball-pivoting algorithm" 

(BPA) developed by Bernardini et al. in 1999 [69], aims to circumvent some of the 

limitations of Delaunay triangulation. "The goal of the BPA is to return the strengths 

of previous interpolating techniques in a method that exhibits linear time complexity 

and robustness on real scanned data" [69]. For this algorithm a theoretical 'ball' of 

fixed radius is rolled over the surface, creating triangles as it encounters new points. 

Another very widely accepted tool used for surface geometry representation is non­

uniform rational B-splines (NURBS) [70,71]; NURBS offer a common mathematical 

form for representing both standard analytical shapes (such as conies and quadratics) 
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as well as free-form curves and surfaces [70], as would be the case for unorganized 

point clouds. The use of Octree-splines has been proposed by [72] for low-level sur­

face representation. Octrees are a data structure which can be used to partition 3D 

space by recursively subdividing it into eight octants; when combined with a set of 

3D points, an octree-spline enables one to build a continuous 3D distance map. 

All of the techniques presented above which work from unorganized point clouds 

"have the merit of being able to compute a surface model using only point informa­

tion" [58] and avoid the complex range image registration and integration problem 

discussed in the previous sections. The surface reconstruction method chosen for this 

scanner would have to have this capability. Many different object surface reconstruc­

tion techniques have been implemented in 3D graphics software packages already. 

When choosing an appropriate solution for object reconstruction it was logical to 

try and make use of existing software. Keeping in mind the intended biomedical 

applications of the scanner, a few specific criteria were considered: 

• compatibility with data format after data manipulation stage 

• accessibility 

• cost effectiveness 

• versatility of the final 3D model 

Possible software applications capable of converting point clouds into triangu­

lar meshes include: VRMesh [73] (Seattle, WA), GeoMagic [74] (Research Trian­

gle Park, NC), Meshlab [75] (Pisa, Italy), Cyclone by Leica Geosystems [76] (Heer-

brugg, Switzerland), and Polyworks by Innovmetric [77] (Quebec, QC) (which often 

comes bundled with existing 3D scanners such as those form Shapegrabber [33] and 

Creaform [37]). In terms of cost, VRMesh sells for $895 USD while a licence for Poly­

works is about $16 000 USD. Meshlab is open source and therefore free to download. 
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3.2 Proposed System Design Overview 

This section takes into consideration all of the design possibilities discussed above 

and presents a refined system design overview for the proposed laser light-sectioning 

scanning system. 

3.2.1 System hardware setup 

The system presented herein (Figure 3.5) consists of a JAI Pulnix (San Jose, CA) 

TM-200 High Resolution (768 x 494) charge-coupled device (CCD) camera and a 

Stockeryale (Montreal, PQ) Lasiris SNF635S-5 Class Ilia Diode Laser fitted with 

line-generating optics. Both are mounted to a platform; the camera is inclined at 

a = 30°. This angle was chosen to gain a larger measurement range in order to 

be able to scan objects with larger variations in surface topography, even though 

resolution is slightly reduced with a smaller angle [42]. The object to be scanned is 

placed on a turntable approximately 10 cm (4 in) from the camera. 

Images are captured with a National Instruments (NI) (Austin, TX) PCI-1411 

image acquisition device. Servo motors are used to move the camera/laser platform 

vertically and to rotate the turntable in fixed increments. Motors are controlled with 

the Lego (Billund, Denmark) NXT controller box (32-bit ARM7 microcontroller, 256 

Kbytes FLASH, 64 Kbytes RAM), which interfaces to the computer (and Labview) 

via USB. A single Labview (NI) program is used to control the entire system (i.e., 

the servo motors and the image capture device). Matlab is used for offline processing 

of the images and data. The computer used is a 3GHz Pentium 4 with 1GB RAM 

running Windows XP Professional. 
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Figure 3.5: System setup. 

3.2.2 Image acquisition and data processing steps 

The reader is again referred to Figure 3.2 which describes the acquisition and data 

processing steps for a laser light-sectioning scanning system. These are described in 

sequence below for the proposed scanning system. 

Chosen calibration technique 

A coplanar calibration process was chosen for this system, employing the projectivity 

concepts presented (and used) in [22], [23], and [46]; specifically, the idea of a calibra­

tion grid as presented in [46] was employed. Linear methods are used for the implicit 

estimation of camera parameters; this allows for a much simpler implementation since 

it is not necessary to compute a complete camera model in this case. Both an analyt­

ical and a least squares (LS) solution, using the Direct Linear Transformation (DLT) 

algorithm, were explored; the DLT LS method was chosen overall. As discussed above 
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in Section 3.1.2, since the possibility of obtaining mismatched control pairs is rela­

tively high when points are selected with an automated process, this system requires 

that the control pairs be semi-automatically selected by the user, although they are 

still determined to sub-pixel accuracy. The software isolates grid points from within 

the calibration grid image and the user is required to select the desired points to be 

used in the computation of H. This avoids the need to prune outliers from the set 

of control points before the DLT LS algorithm is applied, again leading to a more 

simple implementation. Complete details on the calibration process implemented can 

be found in Chapter 4. 

Chosen image acquisition technique 

For image acquisition, M — 8 views of the laser trace are captured in the plane of the 

section, separated by rotations of R = 45 ° about the vertical z-axis. An important 

feature for future development of the system would be the ability of the camera and 

laser system to rotate about an object with the required number of degrees of freedom 

making it flexible for numerous applications; particularly for biomedical applications 

where the apparatus would ideally rotate about a patient and not vice versa. However, 

the system to rotate the measurement head has not been developed as part of this 

thesis, necessitating manipulation of the object for the experiments in this thesis. 

Rather than rotate the measurement head, the equivalent problem was to rotate the 

object of interest. For the first prototype setup, this was accomplished manually and 

for the second prototype setup this was done using a turntable controlled by a servo 

motor with a rotation sensor for accurate control. 

Chosen image processing techniques 

A simple background eliminating technique is applied to the images to condition them 

for effective segmentation. Both a 'parallel line thinning' algorithm [50], [51] and a 
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centre of gravity approach [49] were explored for determining a discrete set of point 

coordinates for each laser trace; the centre of gravity method was chosen overall. 

The line thinning method applies a global threshold to the image, converting it to 

a binary black and white image before finding the point coordinates, whereas the 

centre of gravity approach applies a threshold while still retaining intensity values in 

order to calculate a weighted location for the point coordinate within the laser trace. 

Details about the implementation of the algorithms and results for each can be found 

in Section 5.2.3. Complete details of the entire image processing process are provided 

in Chapter 5. 

Chosen data manipulation techniques 

The set of point coordinates for each segment is mapped to the Cartesian plane using 

the transformation matrix obtained from the camera calibration procedure. The end 

regions of the data segments tend to be plagued with noise, excessively steep slopes, 

and frequent outliers. This is due to the poor quality of the light signal where it 

intersects the outermost edges of the object [46]. For this reason, the first and last 

10% of data points are discarded for the remainder of the analysis. 

The data are then registered into a common coordinate system. First, the M = 8 

segments of each planar section are reassembled about a suitable longitudinal axis, 

which is determined using a calibration cylinder. Planar sections are then 'stacked' 

along this axis in the ^-direction by simply introducing the appropriate increment 

level as the 3 r d dimension (i.e., the ^-coordinate). As suggested by [1], defining new 

estimates of actual surface points by averaging samples from overlapping scans is an 

approach to dealing with residual error in the data. A simple method of averaging 

overlapping segment data was implemented for this scanner. 

For the final curve fitting step of the data manipulation stage, Elliptical Fourier 

Descriptors (EFDs) [59] are used to fit a smooth curve through the segments of each 



51 

planar section. For the first prototype setup, the individual data segments were fit 

with polynomials before aligning them about the axis of rotation in order to attenuate 

noise in the data. This step was later removed since curve fitting with EFDs performed 

the same task. We assume that for biomedical applications, surfaces being scanned 

will be smooth and the use of EFDs is thus appropriate. The scanning of non-smooth 

surfaces is beyond the scope of this thesis. The validation and implementation of 

EFDs is explained in more detail in Chapter 6 along with details about the other 

data manipulation techniques implemented. 

The result of the data manipulation stage is a point cloud of data representing 

planar section outlines of the object. This point cloud can be fit with a surface to 

produce a final 3D model. 

Chosen object reconstruction techniques 

The data are first exported from Matlab into a Wavefront Object file (.obj), a simple 

geometry definition file format, in order to facilitate the object reconstruction process. 

This format was chosen due to the fact that it supports data which is strictly 3D 

point cloud data. Texture, surface normals, and faces do not necessarily have to be 

defined in the data file (although they can be). It was also chosen due to its universal 

acceptability; compatibility with existing software was especially important. 

Meshlab [75] (Pisa, Italy), an "open source, portable, and extensible system for 

the processing and editing of unstructured 3D triangular meshes", was chosen as the 

surface reconstruction software for this scanner. The Meshlab software satisfies all the 

desired criteria for the object reconstruction software: it supports the .obj file format; 

it is open source and available for Windows, Linux and MacOSX, and therefore highly 

accessible and free to acquire, and finally; it is capable of exporting the final 3D model 

into many different 3D model file formats making the final 3D model versatile and 

open to many different applications. For converting point clouds into triangulated 3D 
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surface reconstructions, Meshlab implements the efficient ball-pivoting algorithm [69] 

mentioned above. 

It should be noted that object reconstruction was not the main focus of this 

thesis. Consequently, the choice of using Meshlab may be sub-optimal, but was made 

for completeness with convenience and other criteria in mind. More details on the .obj 

file format, Meshlab, and the ball-pivoting algorithm will be presented in Chapter 7. 



Chapter 4 

Calibration 

This chapter describes the calibration process for the proposed 3D laser light-

sectioning scanner system. First, a recap of the calibration problem described in 

Sections 3.1.2 and 3.2.2 is given in Section 4.1. Then, in Section 4.2 an explanation 

of how 2D projectivity theory can be used for camera calibration in the case of laser-

light sectioning is presented, followed by descriptions of the two projective calibration 

methods investigated for this system. Finally, the methods, results, discussion, and 

conclusions for an experiment which evaluated these two methods under noisy input 

data conditions are presented in Sections 4.3, 4.4, 4.5, and 4.6 respectively, justifying 

the choice of using the least squares Direct Linear Transform method as indicated in 

Section 3.2.2. 

4.1 Introduction 

As described in the previous chapter, the result of projecting a plane of laser light 

onto an object is an illuminated stripe where the plane intersects the object's surface. 

This stripe is captured in a 2D image by the camera. Since the camera used to 

capture images is located at a fixed angle a to the laser plane, the basic goal of 

calibration for a laser light-sectioning system is to eliminate the linear portion of the 
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resulting camera perspective distortion. In other words, we must find a mapping 

between the illuminated pixel coordinates of the laser trace from the image to 

the world coordinates of the corresponding object surface points in the xy-plane. 

Figure 4.1 shows the image captured by the camera if a grid were to be superimposed 

on the plane of the laser; the highlighted quadrilateral demonstrates the camera 

perspective distortion. Figure 4.2 shows how the mapping from image coordinates to 

real world coordinates would remove this distortion. 

Figure 4.1: Diagram illustrating perspective distortion. 

Mathematically, this transformation is represented by Equation 4.1 

Pi = HPi , (4.1) 

where H maps a point p; = (x;,?/i, itfj)T in the image to point p- = (x[, y[, w-)T in 

real world coordinates, effectively straightening the lines in Figure 4.2. Note the 

distinction between the homogeneous coordinates of a point p4 = (XJ,?/,, w,)T and 

the inhomogeneous coordinates (—, — )T; W\ in the homogeneous case represents 
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a scale factor and not the ^-coordinate, and thus in the inhomogeneous case the 

coordinates represent ratios of this factor (see Appendix B for more details). 

Figure 4.2: Diagram illustrating mapping between image and real world coordinates. 

Recall from Section 3.1.2 that [22] describes how the camera calibration problem 

for a laser light-sectioning scanner can be simplified by applying the fundamental 

theorem of 2D projectivity. A projectivity is defined as an invertible mapping h 

from points in P2 (the projective space of homogeneous vectors) to points in P2 that 

maps lines to lines [45]. In other words, three points Xi, x2, and x3 lie on the 

same line if and only if /i(xi), fo(x2), and hfe^) do. To give the above definition 

an algebraic context we can say that h is a projectivity if and only if there exists a 

non-singular 3 x 3 matrix H such that for any point in P2 represented by a vector 

x it is true that /t(x) = Hx. Essentially, any projectivity can be expressed as a 

linear transformation in homogeneous coordinates, and conversely, any such mapping 

is a projectivity [45]. Therefore, in this context, the transformation H is a 3 x 3 

projective transformation matrix (Equation 4.2) whose elements can be determined 

using linear algebra. It should also be noted that H is an homogeneous matrix, 

which means that multiplying the matrix by an arbitrary non-zero scale factor will 

not alter the projective transformation. Consequently there are eight independent 

ratios amongst the nine elements of H, hence the transformation H is specified by 

eight parameters [45]. For a more complete background on projective geometry, 
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homogeneous coordinates, and projective transformations, the reader is directed to 

Appendix B. 

hi h2 h3 

"•= h± h5 h6 

h7 h8 h9 

Recall also from the calibration overview given in Section 3.2.2 that the methodol­

ogy chosen for finding this projective transformation H is a linear, implicit approach: 

linear meaning lens imperfections including radial distortion are not included in the 

model and thus linear equations are used; and implicit meaning the physical param­

eters of the camera are not explicitly computed. 

The following section explains in more detail how projective geometry can be used 

to solve the calibration problem and presents two possible linear implicit methods for 

determining the required projective transformation H. 

4.2 Camera Calibration Using Projective Geome­

try 

The fundamental theorem of 2D projectivity is our link between 2D projective 

geometry and the camera calibration problem. The theorem is stated below. 

The Fundamental Theorem of 2D Projectivity: Given four distinct non-

collinear points on a plane and another four distinct non-collinear points on the 

other plane, there is one and only one projectivity which carries the first four points 

respectively into the second four points. [22] 

(4.2) 
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What this means for the calibration problem of a laser light-sectioning scanner is 

that if we treat the light stripe plane as a 2D plane and the camera image plane as a 

2D plane then each image point can uniquely determine the world coordinates of the 

corresponding object point [22]. In a more practical sense, this means that since we 

know all of the recorded laser traces will lie on this laser plane, the laser trace images 

from the scanner system can be calibrated by first superimposing a calibration grid of 

known dimensions on this laser plane (as in Figure 4.1), recording an image, and then 

computing an appropriate homogeneous transformation matrix H. H is computed by 

taking points from this grid image at certain locations and mapping them to their 

corresponding points on the known calibration grid in Cartesian space. The point 

selection process itself is semi-automatic; the software isolates grid points from within 

the calibration grid image and the user is required to select the desired points to be 

used in the computation of H. 

Two methods have been investigated for finding H: 1) a purely analytical tech­

nique, referred to as the Analytical method and 2) a least squares (LS) method 

using the Direct Linear Transformation algorithm (DLT), referred to as the DLT LS 

method. 

4.2.1 Analytical method 

Beginning from a general transformation equation p- = Hpi? where p- = (x-,y-,w-)T 

and Pj = (xj,yi, W;)T are 2D homogeneous projective point coordinates, we can re­

write the equation so that the point coordinates are written in homogeneous Cartesian 

form; that is, their 3 r d coordinate is 1 and an independent homogeneous scale factor 

Pi is factored out. This leaves: 

Pi< = Hqi (4.3) 
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For the specific case of laser light-sectioning calibration, the variables of Equa­

tion 4.3 represent the following: 

q̂  = (x^, y[, 1)T are the homogeneous coordinates of a point in real world 

coordinates on the non-distorted calibration grid, 

q̂  = (xi,Ui, 1)T are the coordinates of the same point on the distorted cali­

bration grid image, and 

Pi represents a scaling factor which, when left factored out, leaves the 

points q̂  and q̂  as homogeneous Cartesian coordinates. 

Equation 4.3 is essentially a set of three linear equations derived from the ith point 

correspondence. Therefore, four such corresponding point pairs would result in 12 

similar equations with 12 unknowns; the eight independent parameters of H and the 

four independent homogenous scale factors pi,i = 1,...4. Recall from Section 4.1 

that H is an homogeneous matrix and can only be determined up to a non-zero scale 

factor. Consequently there are eight independent ratios amongst the nine elements 

of H [45]. 

These 12 equations in 12 unknowns can be determined using standard techniques 

for solving linear equations (in our case, Maple and the Matlab Symbolic Toolbox 

software were used). Although solutions for all the unknowns would be obtained, only 

the elements of H are required to transform all other image points from the projective 

onto the Cartesian plane. The transformation matrix H may now be used to transform 

all points in the projectively distorted camera view into the corresponding points on 

the Cartesian plane. Because the linear projective distortion has been removed, a 

metric has been reestablished in the image and the Euclidean distance between point 

pairs may be measured. The quality of the metric (i.e., the precision of the Euclidean 

distance measurements) is sensitive to the four points chosen to determine the matrix 

H. For a more complete derivation of the analytical method for finding a general 
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projective transformation see Appendix B.2.1. 

4.2.2 Direct Linear Transformation Least Squares method 

The DLT algorithm is a linear algorithm for determining H given a set of at least 

four 2D to 2D point correspondences, Pj <-» p-. Again, it is derived from the general 

transformation given by the equation p- = Hpj. Using vector cross products and 

isolating the elements of the H matrix into a column vector results in the following: 

h = 0 (4.4) 
0 0 0 -Wi(xi,yi,Wi) j/iix^yuWi) 

tVi(xi,yi,Wi) 0 0 0 -rfi{xi,Vi,w%) 

where h = (hi, hz,..., h9)
T are the 9 elements of the matrix H. The 2 x 9 matrix of 

Equation 4.4 is denoted as Ai, and the whole expression is referred to as the DLT 

matrix equations for the ith point correspondence. For a more complete derivation of 

the DLT matrix equations, see Appendix B.2.2. 

For the specific case of laser light-sectioning calibration, an inhomogeneous case 

of the DLT algorithm is used. This means, rather than solve for h directly as a 

homogeneous vector, we can impose that one of the 9 elements of H (say, H33 and 

thus kg) be 1, leaving eight independent ratios amongst the nine elements of H to be 

found (see Appendix B.2.2 for more details). The result is the inhomogeneous set of 

linear equations, given in Equation 4.5: 

0 0 0 Xiw'i yitv'i Wiiv'i -xty'i -yiyl 

Xitv'i yiw'i Wiw'i 0 0 0 -Xix'i —yix'i 

h = 

( \ 

y wix'i , 

(4.5) 

where h is a 1 x 8 inhomogeneous vector consisting of the first eight components of 

h. Furthermore, since the DLT equations hold for any homogeneous representation 
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{x'i,y[, w[) of the point p^ a further simplification in the laser light-sectioning calibra­

tion case is to set w[ — 1 and Wi = 1, meaning (a;-,?/-) and (x^yi) are the 2D world 

coordinates and the 2D image coordinates, respectively. Thus, Equation 4.5 simplifies 

to: 

0 0 0 Xi(l) yi(l) Wi(l) -Xiyl -y^ 

Xi(l) 2/i(l) Wi(l) 0 0 0 -x^ -ytx'i 

Since each set of control point pairs gives two such equations, 2m equations are 

obtained from m calibration point pairs. Concatenating the equations from m > 4 

correspondences then generates a matrix equation of the form: 

A 2 m x 8 h 8 x l = b2mx85 (4-7) 

where A now has eight columns, h is the column vector of H matrix parameters and b 

is a 1 x 8 array of known calibration coordinates. If m > 4, such an over-determined 

system can be solved for h with the least squares methods described in Appendix B 

(Section B.2.2). 

It was hypothesized that this method would produce more accurate transformation 

mappings when input data are noisy since more input control point pairs are used to 

find the best (in a linear least-squares sense) transformation mapping between pairs. 

The analysis in the subsequent section validates this hypothesis and presents other 

interesting outcomes regarding the influence of calibration method, noise level, and 

point pair location on transformation accuracy. 

h = 
m 
ax 

(4.6) 
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This section presents the methods for an analysis of the two different techniques, 

presented above, for finding a homogeneous projective transformation matrix H, which 

can be used to remove the linear perspective distortion from laser-light sectioning 

image data: 1) the Analytical method; and 2) the DLT LS method. Both were 

evaluated in terms of their performance under noisy input data conditions; that is, 

noise associated with the points taken from the camera image of the calibration grid 

which are used to compute H. The study looks at how accurately the calculated 

transformation matrix maps points from the image of the calibration grid to their 

ideal location on the grid in a Cartesian coordinate system. Noise in the input data 

could arise from issues such as precision of the calibration grid or artifacts in the image 

processing methods used to isolate grid corner locations and identify their coordinates 

within the image. We consider only the case where noise is added to the coordinates 

of the calibration image due to the fact that point locations for the corresponding 

real world pairs are assigned with certainty and not estimated from an image. 

A test scenario was generated using a transformation matrix H known to be rep­

resentative of the mapping required to transform points for the laser light-sectioning 

system presented in this thesis; that is, the transformation was determined from a 

calibration grid image taken using the first prototype setup [16]. Using the inverse 

of H to transform the four corners of a known square on the calibration grid, the 

corresponding point pair locations, as they would appear on the distorted image of 

the grid, were generated (P1-P4 on Figure 4.3). This produced a complete set of ideal 

control point pairs and the transformation that maps between the two. In addition 

to these four point pairs, 16 other point pairs were generated for use with the DLT 

LS method (x's on Figure 4.3). 

The noise associated with identifying grid intersections would be random in nature 
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Figure 4.3: Diagram illustrating point selection for calibration noise analysis. 

and is not expected to exceed the width of a grid line, which is approximately 3 

pixel units in our system (at the centre of the calibration grid image). Assuming a 

Gaussian distribution with 95% chance of choosing points within 3 pixels, the variance 

is a2 = 2.25 (i.e., 2 standard deviations a is 3 pixels). Random Gaussian noise with 

zero-mean and noise variances above and below 2.25 (varied by a factor of 2; that 

is a2 = 0.140625,0.28125,0.5625,1.125,2.25,4.5,9, and 18) were added to the four 

corner points of the distorted quadrilateral and the extra 16 points for the DLT LS 

method, in both the x and y directions. Noisy points were then used as input to 

the two calibration algorithms. The DLT LS method was used twice; once with four 

control point pairs and once with 20 control point pairs. 

In total, 20 trials were performed at each of the eight noise variance levels for each 

calibration algorithm. The radial difference between the transformed points and their 

known locations according to the ideal mapping was averaged across all 20 trials at 

each a2 value for the four corner grid points (P1-P4). This average radial error was 
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then scaled according to the scaling used for the test object imaged in [16] in order 

to present the results in units of mm. 

Using SPSS (Chicago, Illinois), a statistical analysis software package, a three-

way analysis of variance (ANOVA) test was conducted on the results to determine 

whether or not calibration method, point location, and/or noise level have a significant 

effect on the radial error of transformed points. Pairwise comparisons between factors 

were performed using the Tukey and Dunnett's T3 post-hoc tests to determine which 

calibration methods, point locations, and/or noise levels produce mean radial errors 

significantly different from the others. 

4.4 Results 

Figures 4.4, 4.5, and 4.6 show error results at eight different magnitudes of noise for 

the analytical method, the DLT LS method using four control point pairs, and the 

DLT LS method using 20 control point pairs, respectively. Errors for the four test 

corner points are shown as separate data sets. Average error across the 20 trials is 

plotted and standard deviations for the 20 trials are indicated with error bars. 

Table 4.1 summarizes the p-values for the ANOVA analysis. Statistically, the 

ANOVA test revealed main effects for all factors (a = 0.05): noise variance level 

(p < 0.001), point location (p = 0.038), and method (p < 0.001). There was also an 

interaction found between method and noise variance level (p < 0.001). An interaction 

reflects that the effect of the method on the error results depends on the values of 

noise variance level, and vice versa. 

Although the effect of point location was found to be significant, post-hoc tests 

were inconsistent; the Dunnett's T3 test showed that no point location had an error 

significantly different from the others. Post-hoc tests also revealed that there is in 

fact no significant difference between the analytical method and the DLT LS method 
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Figure 4.4: Error results for the analytical method using four point correspondences. 
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Figure 4.5: Error results for the DLT LS method using four point correspondences. 
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Figure 4.6: Error results for the DLT LS method using 20 point correspondences. 

Table 4.1: Univariate Analysis of Variance (ANVOA) Results. 

Source 

Method 

Point 

Noise level 

Method and Point 

Methods and Noise level 

Point and Noise level 

Method and Point and Noise level 

Significance 

< 0.001 

0.038 

< 0.001 

0.954 

< 0.001 

0.994 

0.984 
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Number of points 

Figure 4.7: Average error vs. number of points used with the DLT LS method (for 
a2 = 2.25) 

using four control point pairs (p = 0.991). The DLT LS method using 20 control 

point pairs, however, is significantly better than both of the previous two methods 

(p < 0.001 in both cases). 

Figure 4.7 shows a plot of average error vs. number of points used in the DLT 

LS method at a noise level of a2 = 2.25. In this figure, error for each of the four 

tests points has been averaged and is therefore not shown separately as was done 

previously. Clearly, as the number of points used with the DLT LS method increases, 

average error decreases. The difference in average error obtained when using 24 points 

compared to four points is 0.0925 mm whereas the difference in average error obtained 

when using 48 points compared to 24 is only 0.0239 mm; the improvement in error 

in the later case is almost four times less compared to the first. 

Using Matlab's Symbolic Toolbox, computational speed for the analytical method, 



67 

was considerably longer than that of the DLT LS method. Computation of calibra­

tion matrices used in the analytical method was approximately 7.5 mins per matrix 

computation (using a 3GHz Pentium 4 with 1GB RAM). For the DLT LS method, 

computation of calibration matrices was about 0.002 s per matrix computation, re­

gardless of how many control point pairs were used. 

4.5 Discussion 

Figures 4.4, 4.5, and 4.6 demonstrate how average radial error increases with increas­

ing noise. The significant main effect of noise variance (see Table 4.1) comes as no 

surprise; as noise in the input data increases it is expected that output error will 

also increase. A point's location within the image appears to have no substantial 

effect on the amount of error associated with its transformation into Cartesian space; 

at least not for the amounts of noise studied for this analysis. Differences in point 

spacing due to the distortion could explain the main effect found by the ANOVA 

test, but overall, looking at Figures 4.4, 4.5, and 4.6 the effect does not seem to be 

an important factor. Finally, Figures 4.4 and 4.5 show comparable errors for all four 

transformed test points when the analytical method and the DLT LS method using 

four control point pairs are used. The DLT LS method using 20 control point pairs 

(Figure 4.6) appears to be better than both of these two, which is supported by the 

statistical results (see Table 4.1). 

As noise levels increase, the improvement of the DLT LS method with 20 points 

over the other two methods becomes greater, hence the interaction found between 

noise variance level and method in the post-hoc tests. The fact that the DLT LS 

method using 20 points produces much more accurate point mappings indicates that 

the use of more control point pairs for finding H is beneficial. This is consistent with 

[43] which reported that the "pseudo-inverse is the best approximation in undistorted 
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models" [43]. Within the noise levels expected for the proposed laser light-sectioning 

system (a2 < 2.25), the DLT LS method using 20 or more control point pairs would 

yield the best results. The average error using this method for this noise range, as 

indicated in Figure 4.6, is less than 0.2 mm for all four points. This is within a 

reasonable tolerance for the desired accuracy of the system at the current stage of 

development. Figure 4.7 indicates that average error can be reduced even further when 

using more than 20 control point pairs however the improvement in error becomes less 

and less as more points are added. Since the identification of calibration points within 

the image for this system is semi-automatic (that is, the grid intersection locations 

are automatically isolated and then points are selected by the user), choosing more 

than 20 points would not add a substantial amount of time to the entire calibration 

process and may be worth the benefit gained in terms of error reduction. 

These results are consistent with an evaluation in [45], whereby the DLT LS al­

gorithm was evaluated against the Gold Standard for estimating 2D projectivities 

between two images. The Gold Standard in this case is an iterative method for mini­

mizing a geometric cost function. More specifically, it minimizes not only the distance 

between transformed points p- and known world points p-, but also the distance be­

tween image points p, and the subsidiary variables p i ; where p- = Hp; and H is the 

estimate of H, for i = 1,..., m. This method "requires the minimization over all choices 

of points pj as well as the entries of the transformation matrix H" [45], resulting in a 

total of 2m + 9 parameters compared to the eight parameters of the DLT LS method. 

Results were compared to the theoretical minimum (or residual error). They con­

clude that for noise up to ±5 pixels, the DLT algorithm performs adequately, closely 

matching the results for the Gold Standard. In fact, for less severe projectivities, (as 

would be the case for this system), the DLT performs almost as well as the Gold 

Standard. It fails for noise levels of ±10 pixels or higher, but this is considered to be 

extreme and not an expected scenario for this scanning system. Our results are also 
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consistent with those presented for a different linear algorithm (Hall) in [43], where 

accuracy of 3D coordinate measurement was 0.1615mm on average using a predefined 

set of control points available at http://www.cs.cmu.edu/ rgw/TsaiCode.html. 

The processing time of the DLT method was considerably shorter than the analyt­

ical method. Clearly, the solution to the over-determined system of matrix equations 

in Equation 4.6 converges very quickly. It should be noted that the calibration matrix 

is only computed once for a given camera setup, and used thereafter for transforming 

all data points lying along the laser traces captured by the camera. For this sys­

tem, the difference in computation time between these two methods is therefore not 

necessarily an important factor when comparing the two approaches. 

4.6 Summary 

The DLT LS method using 20 points produces much more accurate point mappings 

indicating the use of more control point pairs for finding H is beneficial when input 

data are noisy. Based on this analysis, at least 20 point pairs should be used for 

calibration, when the calibration algorithm successfully isolates this many points in 

the image. 

http://www.cs.cmu.edu/


Chapter 5 

Image Acquisition and Image Processing 

This chapter describes the image acquisition and image processing steps for the pro­

posed 3D laser light-sectioning scanner system. The relevant portion of the system 

flow diagram from Section 3.1.2 is repeated in Figure 5.1 for reference. The goals 

of image acquisition and image processing are: to capture all the images required 

to create a complete 3D model (Section 5.1); and to perform the image processing 

necessary to isolate the trace of laser light within each image and determine a set 

of discrete point coordinates to represent the best path through the trace (Section 

5.2). Two different approaches were explored for the final image processing step of 

identifying point coordinates. The first was a line thinning algorithm and the second 

was a centre of gravity approach. Each method requires that a different thresholding 

process take place before it is employed. Both of these thresholding methods are de­

scribed in Section 5.2.2 followed by descriptions of their respective point coordinate 

identification algorithms in Section 5.2.3. 

5.1 Image Acquisition 

For image acquisition, M = 8 views of the laser trace are captured by the CCD cam­

era, separated by rotations of R = 45 ° about the vertical z-axis. The system to rotate 
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Figure 5.1: Diagram of Chapter 5 organization from system flow diagram. 

the measurement head has not been developed as part of this thesis; consequently the 

object itself is rotated as this is the equivalent problem to rotating the measurement 

head. This is accomplished by placing the object on a turntable controlled by a servo 

motor with a rotation sensor for accurate control. After images for a complete planar 

section have been captured, the platform holding the camera and laser is raised, also 

using a servo motor, in increments of 2 mm. 

A Labview interface, shown in Figure 5.2, was developed to control both the image 

acquisition device for the camera and the servo motors of the scanner apparatus. 

Visual feedback of the images being taken is provided as well as numerical indicators 

displaying the current section and rotation numbers of the scan procedure. 



72 

fife E * Sparate lools Browse jandow tldp 

tunm 

>*i/S5S?«^ 

Figure 5.2: Labview interface for controlling the laser light-sectioning scanner ap­
paratus. 

5.2 Image Processing 

After the images have been acquired and saved, all image processing occurs offline 

using Matlab and its Image Processing Toolbox. Images obtained from the CCD 

camera are Portable Network Graphics (.png) files, imported into Matlab as 480 x 

640 x 3 RGB images. 
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5.2.1 Image pre-processing 

A background eliminating algorithm is applied to the images to help isolate the laser 

line traces. If lighting is ideal during data capture (i.e., ambient light is minimal, 

or at least uniform) this would not be a required step, however, assuming that such 

a scanner would potentially be used in normal lighting conditions, this step of the 

process was developed to eliminate non-uniform ambient lighting effects in the images. 

The algorithm involves a morphological 'opening' operation, commonly used to 

"remove small objects from an image while preserving the shape and size of larger 

objects in the image" [78]. Morphological opening is defined as an erosion followed by 

a dilation, two fundamental morphological operations which are often used in combi­

nation to implement different image processing operations. "Dilation adds pixels to 

the boundaries of objects in an image, while erosion removes pixels on object bound­

aries. The number of pixels added or removed from the objects in an image depends 

on the size and shape of the structuring element used to process the image" [78]. The 

structuring element, a matrix consisting of only O's and l's, can have any arbitrary 

shape and size. To perform a morphological operation the center of the structuring 

element is positioned over the pixel of interest in the input image; the elements with 

values of 1 define the neighborhood of the pixel of interest. This neighborhood is 

used to determine the value of the pixels in the output image, based on the specified 

rules of the morphological operation. For erosion, the value of the output pixel is the 

minimum value of all the pixels in the input pixel's neighborhood, and for dilation, 

the value of the output pixel is the maximum value of all the pixels in the input pixel's 

neighborhood. A rectangular structuring element is used here for both the erosion 

and dilation operations (see [78] for more information). 

Figure 5.3 shows an extreme case of non-uniform lighting effects being reduced by 

this process. Notice that the artefact (a shadow) in the bottom left corner of Figure 
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5.3 (a) is less apparent in Figure 5.3 (b), which now depicts only the object itself. 

a) b) 

Figure 5.3: Images demonstrating background elimination, (a) before and (b) after 
the algorithm is applied. 

The next preprocessing step is to convert the RGB images into grayscale images, 

whose pixel values now specify intensities from 0 to 255. This not only reduces the 

size of the images by one dimension (i.e. they become 480 x 640), but it makes further 

processing simpler because now we are only dealing with intensity values. 

5.2.2 Image thresholding 

As mentioned above, two thresholding processes have been implemented to correspond 

with the two different algorithms for determining point coordinates. The thresholding 

process for the line thinning method involves converting the grayscale images to black 

and white binary images. The threshold level required for this conversion is chosen 

by a function in Matlab which computes a global threshold level based on Otsu's 

method [79]. The threshold is applied to each image such that pixels with an intensity 

value below the threshold are set to 0 (black) and those above it are set to 1 (white). 

For the centre of gravity (COG) method, thresholding occurs at the time of cal­

culating the COG rather than universally for the entire image before the algorithm 

is applied. The threshold value is also chosen using Otsu's method [79]. Pixels below 

the threshold are not considered in the COG algorithm and those above it are. The 

difference being that in this case, the actual intensity values are retained because they 



75 

influence the location chosen for the point coordinate, as will be explained further in 

the next section. 

5.2.3 Identification of point coordinates to represent the 

laser trace 

Two different approaches were explored for finding a discrete set of point coordinates 

for the laser trace segments, each requiring the different methods of thresholding 

described in Section 5.2.2. 

The first is an iterative thinning algorithm available in Matlab [50], which operates 

on the black and white images from the first thresholding method. The algorithm 

considers the white laser trace area (represented by Is) as a blob and thins the blob to 

8-connected skeletons, retaining diagonal lines and 2x2 squares according to [51]. The 

results using this method were acceptable for the preliminary experiments published 

in [16], [17], and [18] however, since this approach did not determine point coordinates 

with sub-pixel precision, quantization error added to the overall noise in the data. 

This is because although the blob is thinned until it becomes a line which is only 

1 pixel thick, the choice of that one pixel is biased in those cases where the trace 

is an even number of pixels thick. This is demonstrated in Figure 5.4, which shows 

a zoomed in portion of a laser trace from a test cylindrical object. The dark gray 

pixels represent the blob after thresholding, the light gray pixels represent the line 

(1 pixel thick) which remains after the thinning algorithm has been applied, and the 

connected dots represent the corresponding point coordinates chosen to best represent 

the laser trace. In the areas which are two pixels thick, the algorithm chooses one 

pixel to represent the centre of the trace (usually the uppermost pixel) rather than 

the exact centre between the two pixels. Consequently, the point coordinate chosen 

is also biased towards the top. 
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Figure 5.4: Image demonstrating point selection after line thinning algorithm has 
been applied. 

The second approach, the COG algorithm, applies thresholding at the time the 

discrete point location is computed. Starting from the left side of the image, each 

column of the image is considered sequentially. The threshold value (see Section 

5.2.2) is used to scan each column; the portion of the column with intensities greater 

than the threshold value represents the laser trace and is used in the calculation of 

the COG. A one-dimensional moment, yc, is calculated for the sub-column of pixels 

exceeding this threshold according to Equation 5.1 

& = — £ > (5-1) 

V=Vs 

where x, y are coordinates in the image, I(x,y) is the intensity at (x,y), ys and ye 
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are the start and end indices for the column of pixels which exceed the threshold, 

and p is a power factor. The power factor can be used to influence the weighting of 

intensities; a value of p greater than 1 gives higher importance to high intensities, 

and p less than 1 will emphasize pixels with lower intensities [49]. A power factor of 

1 was used here, meaning the moment calculated simply corresponds to the COG. 

The existence of the power factor allows for extra flexibility in the formula and could 

be changed if the intensity of the laser trace is not very high in an image due to poor 

lighting conditions, etc. The point coordinate chosen to represent the centre of the 

laser trace then becomes (x, yc), where x is the current column number. This process 

is illustrated in Figure 5.5. 

X=1 2 3 640 

Figure 5.5: Illustration of centre of gravity algorithm. 

It should be noted that the centre of gravity is only calculated in the y-direction. 

Due to the fact that the projected laser plane is horizontal (i.e., parallel to the xy-

plane) the resulting reflection on the object surface is predominantly horizontal in 
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nature regardless of the surface topography of the object. Since the camera always 

views the intersection of this plane with the object's surface from a fixed angle, the 

resulting image of the laser trace will typically span the horizontal width of the image, 

with variations in the vertical direction representing changes in surface topography. 

Figure 5.6 demonstrates the difference between the two approaches for defining 

a set of point coordinates. The same zoomed in portion of the laser trace depicted 

in Figure 5.4 is shown except this time, the original grayscale image is used rather 

than the thresholded version; that is, the pixels are shown with their true intensity 

values. The string of point coordinates that results after the line thinning algorithm 

is applied is again shown with connected dots. The string of point coordinates that 

results after the COG algorithm is applied is shown with squares connected by a 

dotted line. The line thinning algorithm tends to be biased towards the top of the 

trace, whereas the COG method produces point coordinates which match the centre 

of the trace much more closely. Note also that with this approach, since the chosen 

point locations do not necessarily have to lie on the centre of a particular pixel, the 

resulting set of point coordinates produces a smoother line without as many steep 

jumps. 

In summary, the COG algorithm has been implemented in order to reduce noise 

due to quantization error produced by the first approach attempted, the line thinning 

method. Overall, it appears that the COG algorithm produces superior results for 

finding a set of point coordinates which best represents the laser trace within the 

images captured. 

The overall result of the image acquisition and image processing phase is that 

the laser traces from each image are now represented by sets of (x, y) coordinates, as 

shown in Figure 5.7. By transitioning from images to point coordinates, the amount 

of data has been substantially reduced, facilitating further manipulation in order to 

create a final 3D model. 
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-Point coordinates from line thinning algorithm | 
Point coordinates from COG method 

Figure 5.6: Comparison of thinning algorithm vs. centre of gravity algorithm. 
Thinning algorithm is biased towards the top of the trace. 

(a) Before (b) After 

Figure 5.7: Image of a laser trace (a) before and (b) after the centre of gravity 
algorithm is applied 



Chapter 6 

Data Manipulation 

This chapter describes the data manipulation process for the proposed 3D laser light-

sectioning scanner system. The relevant portion of the system flow diagram from 

Section 3.1.2 is repeated in Figure 6.1 for reference. The main goal of the data ma­

nipulation stage is to reconstruct the data segments of each planar section about 

a central axis so that a final 3D model can be created. Section 6.1 describes the 

transformation process which removes the linear perspective distortion from the seg­

ments. Section 6.2 presents the process for aligning the segments of data about an 

appropriate axis of rotation. The algorithm for averaging overlapping data segments 

is described in Section 6.3. Finally, Section 6.4 discusses the use of Elliptical Fourier 

Descriptors (EFDs) for reducing noise in the segments as well as for defining a single 

continuous curve through them. Contained in this section is an analysis performed 

on both simulated and real data demonstrating the noise reduction effects of EFDs 

and their ability to define smooth contours representing the planar section data from 

this 3D laser light-sectioning scanner. 

80 
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Figure 6.1: Diagram of Chapter 6 organization from system flow diagram. 

6.1 Transform Point Coordinates to Remove Dis­

tortion 

As described in Chapter 4, the camera used to capture images is located at a fixed 

angle a. to the laser plane, hence the images contain perspective distortion which must 

be compensated for. The goal of the calibration process presented in Chapter 4 is 

to find a mapping which will remove this distortion; that is, a mapping between the 

illuminated pixel coordinates of the laser trace in the image to the world coordinates 



82 

of the corresponding surface points on the object in the xy-plaxie. This mapping 

is a 3 x 3 projective transformation matrix H. Recall from Chapter 5 that since all 

the laser trace segments are converted into sets of (x,y) point coordinates at the 

image processing stage, the process of transforming the laser trace coordinates into 

real world coordinates is the simple matrix multiplication given in Equation 4.1 and 

repeated again below in Equation 6.1. 

P: = HP I , (6.i) 

where pt = (x^, yi,Wi) are the homogeneous coordinates of the laser trace point being 

transformed, p^ = (x'i,y'i,w'i) are the homogeneous coordinates of its corresponding 

point in real world coordinates with the perspective distortion removed, and H is the 

mapping found through calibration. 

This transformation is performed for each point of a given laser trace segment, 

and repeated for each segment captured during the scan. An example of an entire 

transformed laser trace for a cylindrical object is shown in Figure 6.2. 

(a) (b) 

Figure 6.2: Figure of a laser trace (a) before and (b) after the point coordinates are 
transformed using H to remove perspective distortion. 

Due to the poor quality of the light signal where it intersects the outermost edges 

of the object, the end regions of the data segments are typically plagued with noise, 
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excessively steep slopes, and frequent outliers [46]. For this reason, the first and 

last 10% of data points from each segment are discarded at this point in the data 

processing. 

6.2 Rectify Data Segments About a Central Axis 

In order to reassemble the data segments into complete planar sections, a suitable 

axis perpendicular to the plane of the image must first be established. Intuitively, 

this axis should be the object's axis of rotation however, determining the location of 

this axis within the images is not a trivial process, especially if the object is placed 

off-centre on the turntable. The axis of rotation must be determined irrespective of 

the object data collected; this is accomplished using a calibration cylinder of known 

diameter. The procedure for finding the axis of rotation and reassembling object data 

is as follows: 

1. Eight images of the calibration cylinder are captured in rotational increments 

of R — 45 ° in order to create one complete planar section. 

2. The images are processed according to Chapter 5 and the resulting point coor­

dinates are transformed according to Section 6.1. The example data segments 

shown previously in Figures 5.7 and 6.2 are from such a calibration cylinder 

and demonstrate the arc-shaped nature of the segments. 

3. The centres of the arc segments of the calibration cylinder are determined by 

fitting a circle to each segment (See Section 6.2.1 for more details). 

4. These arc centres form a circular cluster, the centroid of which is calculated; 

this centroid becomes an estimate of the axis of rotation (See Section 6.2.2 for 

more details). 
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5. Using the centroid of the arc centres as a reference frame origin, coordinates of 

the object segments are translated accordingly, and rotated to their respective 

orientation about this origin (See Section 6.2.3 for more details). 

6. All data is scaled according to a scaling factor, also determined from the cali­

bration cylinder (See Section 6.2.4 for more details). 

Steps 3 through 6 of this procedure will now be explained in more detail. 

6.2.1 Finding arc centres 

The procedure for finding the arc centres is based on algorithms presented in [80] 

and [81]. The Matlab code used to carry out this procedure is credited to [82]. The 

algorithm of [80] takes a set of data points and finds the best circle fit by minimizing 

the normal distance from points of the segment to the circle circumference in an 

RMS sense. This algorithm returns the centre coordinates of the fitted circle and 

its radius. This result is used as the initial estimate for an improved fit computed 

according to [81]. This procedure is iterated by using the improved fit as the next 

best estimate for subsequent fits until a termination criterion is met. Termination 

occurs when the percent difference in mean squared error between the new fit and the 

previous fit falls below ^ , where K is the number of points in the arc, or when 500 

iterations is reached, whichever occurs first. The centres of the final best fit circle for 

each of the eight arc segments are considered to be the arcs' respective centres. 

6.2.2 Finding the centroid of arc centres 

The arc centres of the eight calibration cylinder arc segments form a cluster about 

the true axis of rotation. This is shown in Figure 6.3 where the arc segments and arc 

centres have been plotted on the same axis, and the arc centres form a circle. The 

centroid is computed such that it minimizes the sum of point-to-centroid distances, 
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where distance refers to the squared Euclidean distance. More simply, the centroid 

of the cluster is the mean of the points in the cluster. The calculated centroid is used 

as an estimate for the true axis of rotation. 

The calibration cylinder has been placed off-centre on the turntable in the exam­

ple shown in Figure 6.3 to magnify the distance between arc centre locations. If the 

cylinder was to be centred exactly on the turntable, the arc centres and their com­

puted centroid would all lie on the axis of rotation. Since it is not a likely scenario 

that this can be accomplished with certainty, the centroid of the arc centres is used 

as an estimate of the true axis of rotation. In a regular scenario, there would likely 

be much less deviation among the arc centre coordinates. 
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Figure 6.3: Diagram of arc segments, their computed arc centres, and the corre­
sponding centroid of the arc centres. 
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6.2.3 Object segment reassembly 

After all the object data has been transformed into the real world coordinate system, 

and the axis of rotation has been established, the segments are then reassembled 

about this axis. First, all point coordinates are translated such that the axis of rota­

tion becomes a reference frame origin. Then, segments are rotated about this origin 

to their respective angles in increments of 45°. This is accomplished by simply multi­

plying each point in a given segment by the 2 x 2 rotation matrix which corresponds 

to the angle for that segment, according to Equation 6.2, 

Xi 

y'i 

cos 9 — sin 9 

sin 9 cos 9 

(6.2) 

where (a:,, yi) is the ith point to be rotated, {x\, y[) is the corresponding rotated point 

and 9 is the required angle of rotation in radians. 

6.2.4 Data correction factor 

All data are multiplied by a correction factor so that object dimensions are correctly 

reflected in mm. The correction factor is computed using the same calibration cylinder 

data used above for determining the axis of rotation. The known diameter of the 

cylinder is compared to the diameter of the cylinder found using the data collected. 

The correction factor Cf is calculated by: 

r Da (6.3) 

where Da is the actual diameter and De is the estimated diameter based on the arc 

data segments. Ideally, the correction factor should be 1, however due to error in 

the calibration process the collected data may vary slightly from this ideal. If the 
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percent difference between the ideaf diameter and the estimate is greater than 5%, 

the software produces a warning as there may be a more serious problem with the 

reconstruction process up to this point. Otherwise, the data for the object of interest 

is corrected such that it is in accordance with the calibration cylinder dimensions. 

6.3 Average Segment Data in Overlapping Re­

gions 

Once the data segments have been translated to the reference frame origin, rotated 

to their respective orientations, and corrected appropriately, substantial overlapping 

exists between the segments. This is demonstrated in Figure 6.4 which shows the 

eight data segments for a cylinder object, with line thicknesses exaggerated in order 

to distinguish segments from each other. Segment 1 is indicated and subsequent 

segments are numbered counterclockwise. 

Before smoothing the segments and fitting them with one seamless contour these 

overlapping regions are averaged together. As suggested by [1], denning new estimates 

of actual surface points by averaging samples from overlapping scans is an approach 

to dealing with residual error in the data. This is only a preliminary method for 

noise reduction, which will be addressed further in Section 6.4. Figure 6.5 shows an 

exaggerated and magnified view of two overlapping segments and helps illustrate the 

process used for averaging overlaps, which is described below. 

1. Polar coordinates (r, 9) with 9 € {0, 2ir} are computed for each (x, y) point. 

2. The start (OLs) and end (OLE) points of the overlapping region are defined. 

3. For each point on segment 2, the reference segment, with a corresponding point 

on segment 1 at the same 9 value, a new averaged point is computed as the 
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Figure 6.4: Diagram of translated and rotated segments for a cylinder object demon­
strating segment overlapping. 

mid-point, radially, between the points. This is demonstrated in Figure 6.5 by 

rls2 and r l s l , both of which are at 81s2. 

4. If for a given point on segment 2 no corresponding point exists on segment 

1, then a point is linearly interpolated and used to compute an average point 

between the two segments at that particular value of 9. This is demonstrated in 

Figure 6.5 by r2s2 and the interpolated point r2'sl which are both now at #2s2. 

5. The same procedure is repeated using segment 1 as the reference segment and 

points on segment 2 are matched (or interpolated) in order to compute average 

points for each point on segment 1. 

6. The two sets of averaged points are merged. 
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7. The portions of segment 1 and segment 2 that lie between (OLs) and (OLE) 

are replaced with the set of new averaged points. 

8. This process is repeated for each overlapping region of each planar section. 

-•-Segment 1 
• Segment 2 

n Interpolated point 
• Mew averaged point 

r2
s2 ^ W £ r ^ v \ 

\ ±\ OL--

Figure 6.5: Exaggerated overlapping regions with averaged point indicated for both 
normal and interpolated cases. 

6.4 Elliptical Fourier Descriptor Algorithm 

The final step of the data manipulation stage is curve fitting. Recall from Section 

3.1.2 that this step is required because when employing the laser light-sectioning tech­

nique, the segments of data are inherently noisy, furthermore the object model must 

be reconstructed by aligning numerous segments of data into complete planar con­

tours. For the laser light-sectioning scanner presented in this thesis Elliptical Fourier 

Descriptors (EFDs) are used for data smoothing and planar section reconstruction. 
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6.4.1 Introduction to Elliptical Fourier Descriptors 

Kuhl and Giardina [59] were the first to introduce the concepts of Elliptical Fourier 

Functions (EFFs) and Elliptical Fourier Descriptors (EFDs). Building upon the the­

ory of conventional Fourier descriptors (see Appendix C), Kuhl and Giardina proposed 

that a 2D continuous closed contour can be represented, parametrically, as a func­

tion of time, V(t) (Figure 6.6 (a)). Projections of this vector function on the x- and 

y-axes, represented by x{t) and y(t), are periodic with period T, where T is the time 

required to trace the entire contour at a constant speed (Figure 6.6 (b)) 
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Figure 6.6: (a) a unit circle and (b) its x and y components plotted as functions of 
the parameter "time", t. T in this case is 2TT. 

These projections can be represented by Fourier trigonometric series, as given in 

Equations 6.4 and 6.5, and are referred to as Elliptical Fourier Functions. 

x 
. . . v ^ 2nnt ^-^ . 27vnt 
(t) = A0 + 2_^an cos —— + 2_^bn sin • 

n=l ra=l 
T 

(6.4) 
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where 

.,. _ ^ 2imt ^ 7 . 2-KTlt . . 
y(t) = C0 +2_^cn cos ^j^ + 2_^dnsm —-, (6.5) 

n = l ra=l 

Ao = ^J x(t)dt, (6.6) 

2 fT . . 2-nnt , 
a"= T / cos "r-

2 /"T , , . 27mt 
&n = ^ y x ( * ) s i n — d t . (6.8) 

(Similar expressions can be derived for Co, cn, and dn.) 

Different levels of approximation to the closed contour represented by x(t) and 

y(t) can be obtained by truncating the Elliptical Fourier Functions after different 

numbers of harmonics [83] as given by Equations 6.9 and 6.10 where n equals the 

harmonic number and N equals the maximum harmonic number before truncation. 

Complex object profiles are thus represented with higher order harmonics. Figure 6.7 

shows the EFD fit found for a square using 1, 3, 6 and 12 harmonics. 

, . v ^ 2irnt •s—^ . 2nnt . . 
xN(t)= AQ+ 2_^an cos—-r- + 2_^bnsm——) (6.9) 

ro=l n = l 

. . _. v-^ 2nnt v-^ 7 • 2nnt . 
yN(t) = C0 +2_^cn cos ^ r - + 2_^dnsm ^ ^ , (6.10) 

ro=l n = l 

Kuhl and Giardina also developed formulae for the coefficients A0, Co, an, bn, cn, 

and dn which do not require the evaluation of integrals; these are given in Equations 

6.11, 6.12 and 6.13. For a more complete explanation of the derivation of these 

coefficient expressions, see Appendix C. 



-Square data EFD fit 

-10 0 10 

a) 1 harmonic 
-10 0 10 

b) 3 harmoincs 

-10 0 10 

c) 6 harmonics 
-10 0 10 

d) 12 harmonics 

Figure 6.7: EFD fit for a square using 1, 3 ,6, and 12 harmonics. 
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where 
P-1 A r P-1 

eP = x ^ A ^ - ^ E A i i (6-14) 
3=1 P 3=1 

(Similar expressions can be derived for C0, c„, and <i„.) 

Elliptical Fourier Descriptors are broadly defined as the 'output' from the Fourier 

curve fit [84] and numerically describe the contour boundary information. With these 

descriptors, a contour can be re-created at any time in the absence of the original 

data. 

EFDs have been shown to be particularly suited for fitting the contours of bio­

logical objects, further supporting their use for a biomedical scanner. This has been 

demonstrated in [85], where they are used to quantify the shape of human mandibles 

in order to analyze variability and sexual dimorphism between individuals, and in [86], 

where they are used to fit contours of the prostate from a series of computed tomog­

raphy (CT) scans in order to construct a 3D model. This work also explores the 

interpolation of EFD coefficients between parallel horizontal contours, so that a new 

set of 'slices' can be generated at any location along the z-axis. A survey of many 

other biological applications of EFDs is presented in [84]. 

We propose that EFDs [59] are an appropriate curve fitting technique for a laser 

light-sectioning scanner, both for reducing noise in the individual data segments and 

for fitting a single curve through the data segments. Furthermore, we assume that 

for biomedical applications, the surfaces being scanned will be smooth and the use of 

EFDs is thus suitable. The scanning of non-smooth surfaces is beyond the scope of 

this thesis. 

6.4.2 Methods 

To demonstrate the validity of this approach, experiments were conducted on both 

simulated data and real data collected from a small portion of a simple cylindrical 
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test object. The Matlab code used for fitting EFDs to the data contours is credited 

to [87]. 

Simulated data 

For the simulation, EFDs were used to fit a set of ideal input data points with additive 

white Gaussian noise (AWGN). This would demonstrate the effectiveness of EFDs for 

reducing random noise in the absence of systemic noise. Random white Gaussian noise 

with zero mean and a variance of a2 = 3.9 x 10~3 was added to a circle data set with 

an ideal radius of r = 9.525 mm ( | in). The chosen variance is an estimate of the 

variance in the random noise observed in the data of previous experiments. 

Real data 

Images for n = 4 planar sections of a test object were captured; this test object was 

a cylinder with radius r = 9.525 mm ( | in). For each plane, M — 8 images of the 

laser trace on the object were captured in rotational increments of R — 45°. Planar 

sections were captured at 3.175 mm ( | in) increments in the negative z-axis direction. 

It should be noted that since this experiment was conducted with the first prototype 

that was developed, the object had to be manually turned in its place and manually 

raised using 3.175 mm ( | in) gauge blocks. In total, 32 images of laser trace segments 

were captured for reconstructing the four planar sections. 

Images were processed according to Chapter 5 (with the line thinning algorithm 

implemented for point coordinate identification), and the resulting discrete sets of 

point coordinates were transformed, aligned, and averaged according to the processes 

described in Sections 6.1 to 6.3. EFDs were used to fit a smooth seamless curve 

through the points comprising each planar section. In this case, only 1 harmonic was 

required to accurately fit the test cylindrical object. The final object contours were 

stacked along the reconstruction z-axis. 
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6.4.3 Results 

Figure 6.8 shows a profile of the radii of the EFD fit for the simulated circle data 

with AWGN. Figure 6.9 is a plot of the radii obtained from the real data, both 

before and after the contour was fit with a smooth curve using EFDs. Only the first 

planar section is shown; however, results were similar for all four layers that were 

reconstructed for this experiment. As indicated, the ideal radius in this case was 

r = 9.525 mm ( | in). Figure 6.10 shows the four planar sections of the test cylinder, 

fitted with EFDs and scaled appropriately. 
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Figure 6.8: Profile of simulation data (circle with r = 9.525 mm). Radius shown as 
a function of theta from 0 to 2TT for the noisy data before the EFD fit and after the 
EFD fit. 
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Figure 6.9: Profile of test object (cylinder with r = 9.525 mm). Radius shown as a 
function of theta from 0 to 2ir for the raw data before the EFD fit (constructed from 
8 segments, S1-S8) and after the EFD fit. 

6.4.4 Discussion 

In the simulated scenario shown in Figure 6.8, the noise is strictly random. The 

EFD fit provides a marked improvement over the noisy data; error does not exceed 

0.1 mm in this case. As shown in Figure 6.9, the rectified segments for the given 

planar section of the test cylinder appear to produce a fairly good result, even before 

a curve was fit to the data with the EFD technique. The percent error between the 

radius of the reconstructed test object and the actual radius of the object is about 

1 to 2%. Errors do not exceed 0.25 mm. The subsequent EFD contour for this first 

layer shows a fairly close fitting through the points using only 1 harmonic. 

Although sub-mm accuracy is achieved overall, there is observable noise in the 

error plot of Figure 6.9. This noise appears to be made up of a random noise compo­

nent and a systemic noise component. Since no smoothing was performed on the data 
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Figure 6.10: Four reconstructed planar sections of a test cylinder fitted with EFDs 

before the EFD fit (except for averaging the overlapping regions), the random error 

could be due to noise inherent in the measurement system and noise in the resulting 

point coordinates obtained from the line thinning algorithm. Note the COG method 

was not implemented at the time of this analysis. This random noise is clearly at­

tenuated in the EFD fit. The systemic noise however, is present in the data both 

before and after the EFD fit. The most prominent sources of this error for this setup 

were procedural in nature, such as inaccuracies associated with manually turning the 

object in its place. Also, in the unfitted data, one can observe obvious jumps in the 

radii obtained where segments were fused together and a general downwards trend in 

the radii for these different segments. This could be due to misalignment of the test 

object about the reconstruction axis after manually raising it with the gauge blocks, 

resulting in a slight shift in the segments. All of these systemic errors are associated 

with limitations of the first prototype setup, and should be attenuated in the second 

version of the prototype in which the camera and laser diode head are automatically 

incremented vertically on a platform and the object is rotated automatically on a 
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turntable. Although the EFD fit does not appear to have a significant effect on the 

overall error in these results, it is anticipated that it will with these systemic noise 

sources addressed. This claim is substantiated with the simulated scenario presented 

above in Figure 6.8 where the noise is strictly random. 

Due to the shape of the object used for this experiment, the number of harmonics 

chosen to accurately fit the data using EFDs was 1. Further work has been done 

to develop a preprocessing technique that will automatically identify an appropriate 

number of harmonics to use for a given set of data segments (see Section 6.4.6), since 

not all objects imaged would have circular symmetry as in this test case. This would 

result in accurate contour fitting without excessive data processing. 

Finally, visual inspection of the reconstructed planar sections of the test cylinder 

(Figure 6.10) reveals that the proposed approach can produce a planar section model, 

which is reasonably complete in desired external detail. 

6.4.5 Summary 

In conclusion, the data presented shows the advantage of using EFDs for fitting a 

contour through the segment data obtained from a laser light-sectioning scanner. 

Although the EFD technique does not provide a substantial improvement in overall 

accuracy, random error is attenuated considerably, resulting in a smooth curve that 

closely matches the dimensions of the object of interest. Sub-mm accuracy is achieved, 

both before and after the EFD fit, where the majority of the errors are the result of 

manual manipulation of the device. After conducting this analysis, there was good 

reason to believe that an acceptable level of accuracy could be achieved with future 

iterations of the design, where sources of systemic error would be reduced. Therefore 

we conclude that using EFDs for the curve fitting stage of the data manipulation 

process is appropriate for this application. 
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6.4.6 Choosing an appropriate number of harmonics 

As mentioned above, some work has been done to develop a preprocessing technique 

that will automatically identify an appropriate number of harmonics to use for a given 

set of data segments. This solution is not ideal but has been implemented here for 

convenience so that harmonic number selection is not completely arbitrary. 

A unique harmonic number HN is found for each planar section of data segments 

and is based on two parameters: the perimeter/area ratio PA for that section and a 

roundness factor RF. The perimeter pm for a given section is determined from the 

set of point coordinates for that contour by adding the distances between adjacent 

points. The area a is found with a function in Matlab which computes the area of 

the polygon formed by the set of point coordinates. PA is simply the ratio of these 

two. RF is a simple metric between 0 and 1 which indicates how 'round' the contour 

is (Equation 6.15). For a perfect circle, RF is 1. 

W = ^ (6.15) 
pm1 

The harmonic number calculation for the kth section is given in Equation 6.16 and 

would be rounded to the nearest integer. 

HN*=pi^m (6-16) 

Figure 6.11 demonstrates how this harmonic calculation works for simulated data 

of a square, pentagon, octagon, and arbitrary blob object. The HN values calculated 

for these data sets were 6, 5, 5, and 18 respectively. 

Because the pentagon and octagon are more 'round' than the square, they required 

fewer harmonics. The fitting works well for the blob contour however, the algorithm 

is not very robust for objects with sharp corners. Since the target application for this 
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Figure 6.11: EFD fit using calculated HN for a (a) square (b) pentagon (c) octagon 
and (d) arbitrary blob object 

scanner will be smooth objects, it is assumed that the HN metric is sufficient for 

harmonic calculation at this stage in the research. 

This topic has been suggested as an area for future work (see Section 9.2). There 

is a maximum number of terms which can be taken in the series since it is subject 

to Nyquist frequency requirements; that is, higher harmonics whose wavelengths are 

less than twice the spacing between sampled points cannot be detected [84]. In this 

context, where we are not exactly sampling data from a signal but rather enforcing 

that all measured points are a fixed unit of time apart and that all points are measured 

in one cycle, the number of points on the planar section contour effectively defines 
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the 'sampling rate', F s . According to the Sampling Theorem [88], this rate must be 

greater than or equal to twice the maximum frequency in the signal to avoid aliasing. 

In other words, the maximum frequency (harmonic) which can be taken for the EFD 

approximation is Nmax = ^ (or Nmax = ^ p ^ when F s is odd). 

Many applications tend to just use Nmax because no information is lost that way, 

and with the computing power available today, it is probably not computationally 

impractical to do so. That being said, a number less than this maximum can also 

be chosen, which is what Equation 6.16 is meant to accomplish. It is possible to get 

very good approximations of the original contour with relatively few harmonics [84]. 

Otherwise, for a contour approximated with Nmax = ^ harmonics, there will be 

2FS + 2 coefficients to store, which is not a savings compared to the number of points 

in the original data set. 

One approach to selecting the number of harmonic components to be used would 

be to plot the harmonic amplitude against harmonic number to produce a power 

spectrum. This allows one to assess the contribution of each harmonic to the overall 

form. Furthermore, since successive harmonic numbers do not necessarily explain 

decreasing amounts of variance, important information might be lost if only lower 

harmonics are kept. Therefore, rejecting harmonics based on their low power rather 

than a high harmonic number might be a better option. 

As suggested by Kuhl and Giardina [59], it could be useful to specify the number 

of harmonics required such that the EFD approximation to the contour be in error 

by no more than a specified error value e. They provide a definition as well as 

a bounding expression for e which can be solved for N, the maximum number of 

harmonics. However, with this approach the problem then becomes how does one 

choose the maximum e such that the EFD approximation is fitting the curve closely 

enough, but not so closely that it is also representing noise in the contour, which 

would defeat the purpose of using EFDs as a noise reduction technique. 



Chapter 7 

Object Reconstruction 

This chapter describes the object reconstruction process for the proposed 3D laser 

light-sectioning scanner system. The relevant portion of the system flow diagram 

from Section 3.1.2 is repeated in Figure 7.1 for reference. The goal of object recon­

struction is to convert the point cloud of measured data points into a 3D continuous 

surface. Section 7.1 describes the data export process required to prepare the data 

for reconstruction. Section 7.2 describes how a triangulated mesh is applied to the 

data in order to obtain a complete 3D model. 

7.1 Exporting into Wavefront Object File Format 

The data are first exported from Matlab into a Wavefront Object file (.obj) in order 

to facilitate the object reconstruction process. The .obj file format is a simple geom­

etry definition file format which represents 3D geometry using the position of each 

vertex, the texture coordinate associated with a vertex, the normal at each vertex, 

and the faces that make each polygon [89]. It was originally developed by a computer 

graphics company called Wavefront Technologies (Santa Barbara, California) but has 

since become a universally accepted format, having been adopted by many other 3D 
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Figure 7.1: Diagram of Chapter 7 organization from system flow diagram. 

graphics application developers, including Autodesk [90] (San Rafael, CA), the de­

veloper of Maya and 3D Studio Max, and open source initiatives such as Blender [91] 

(Amsterdam, the Netherlands) and MeshLab [75] (Pisa, Italy). An example of an 

.obj file for a simple cube object is provided in Figure 7.2. 

This format is appropriate for this laser light-sectioning scanner due to the fact 

that it supports data which is strictly a 3D point cloud; that is, a data set entirely 

comprised of vertices (as denoted by the preceding V in Figure 7.2). Texture, sur­

face normals, and faces do not necessarily have to be defined in the data file. The 

.067 format is also universally accepted and compatible with many existing surface 

reconstruction software packages. 
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jt This is a comment 
tt Vertices are preceded by V and defined by their (x,y,z) coordinates. 

0.0 
0.0 
0.0 
0.0 
1.0 
1.0 
1.0 
1.0 

0.0 
0.0 
1.0 
1.0 
0.0 
0.0 
1.0 
1.0 

0.0 
1.0 
0.0 
1.0 
0.0 
1.0 
0.0 
1.0 

tt Normals are also in (x,y,z) form; normals might not be unit. 

0.0 
0.0 
0.0 
0.0 
1.0 
-1.0 

0.0 
0.0 
1.0 
-1.0 
0.0 
0.0 

1.0 
-1.0 
0.0 
0.0 
0.0 
0.0 

jt Texture coordinates would be preceded by vt. 

vt 

J Faces are defined by listing all vertices which comprise the face on the same line, in the format 'vertex/texture/normal ' 
for a given vertex, where the values refer to the index of the desired vertex, texture, or normal as given by the definitions 
above. The faces below are thus squares with no specific texture specified. 

1//2 
1//6 
3//3 
5//5 
1//4 
2//1 

3//2 
2//6 
4//3 
6//5 
5//4 
6//1 

7//2 
4//6 
8//3 
8//5 
6//4 
8//1 

5//2 
3//6 
7//3 
7//5 
2//4 
4//1 

Figure 7.2: Example of the .obj file format for a cube object. 

7.2 Applying a Surface Mesh 

Meshlab [75], an "open source, portable, and extensible system for the processing and 

editing of unstructured 3D triangular meshes", was chosen as the surface reconstruc­

tion software for this scanner. Developed at the University of Pisa (Pisa, Italy), this 

program is ideal for processing the data that arises from 3D scanners, particularly for 

this system as it supports point cloud data and the .obj format. Once an .obj file is 

imported into the system, Meshlab builds a triangulated 3D surface reconstruction 

of the object by using the efficient ball-pivoting algorithm [69], explained further in 

Section 7.2.1. 
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Meshlab is also a suitable choice for object surface reconstruction because in addi­

tion to providing a set of tools for editing, cleaning, inspecting, and rendering surface 

meshes in its own environment, it is capable of exporting the final 3D model into 10 

different 3D model file formats, including Stanford Polygon file (.ply), 3D Studio file 

(.3ds) and of course Wavefront Object file (.obj), making the final 3D model com­

patible with a number of different applications and versatile for whatever the desired 

use of the model may be (i.e., visualization, design, reverse engineering, etc.). For 

this laser light-sectioning system, the reconstructed object surface is again saved as 

an .obj file, however with more complete normal and face information now defined in 

the file. 

7.2.1 Ball-pivoting algorithm for surface reconstruction 

The ball-pivoting algorithm (BPA), developed by Bernardini et al. [69] in 1999, is 

based on the concept that three points in a point cloud form a triangle if a ball of 

a user-specified radius touches them without containing any other point. The BPA 

thus computes a triangle mesh as follows: a ball of user defined radius is placed 

in contact with three initial sample points, referred to as seed points. Keeping the 

ball in contact with two of these these initial points, the ball is pivoted about the 

edge between the two points until it touches another point, forming another triangle. 

"The process continues until all reachable edges have been tried, and then starts from 

another seed triangle, until all points have been considered" [69]. The set of triangles 

formed while the ball "rolls" along the object surface constitutes the triangulated 3D 

surface reconstruction of the object. The BPA is efficient in terms of execution time, 

exhibiting linear time performance on datasets consisting of millions of points [69]. 

Bernardini et al. also report that the algorithm is robust when it comes to handling 

noise in real scanned 3D data, and the quality of results obtained compare favorably 

with existing techniques [69]. 
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Figure 7.3 shows the point cloud for four planar sections of a test cylinder object 

imported into Meshlab. Figure 7.4 shows the resulting triangulated surface mesh 

after applying the ball-pivoting algorithm to the data. The ball radius chosen for this 

example was 2mm and 599 triangular faces were generated in order to form the mesh. 

Figure 7.5 shows a rendered image of the 3D model with shading and lighting effects, 

also generated in Meshlab. 

Figure 7.3: Point cloud for four planar sections of a test cylinder object imported 
into Meshlab. 
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Figure 7.4: Triangulated surface mesh after applying the ball-pivoting algorithm to 
the point cloud data. 

Figure 7.5: Rendered image of the 3D model. 



Chapter 8 

Overall Results and Discussion 

This chapter presents the overall results obtained using the proposed 3D laser light-

sectioning scanner system. Most of the results presented thus far throughout this 

thesis were collected using the first prototype setup (Prototype I). This initial setup 

allowed for us to collect data and perform the studies necessary (i.e., the calibration 

analysis of Chapter 4 and the EFD analysis of Chapter 6) to be able to make decisions 

about which final implementation to use. The majority of results presented in this 

chapter are those obtained from the second prototype setup (Prototype II), where the 

final chosen calibration, image acquisition, image processing, data manipulation, and 

object reconstruction processes have been implemented together, along with a more 

automated scanner apparatus itself. 

Section 8.1 will review the methods for acquiring results using Prototype I and 

present the methods for acquiring results using Prototype II; this will help distinguish 

the differences between the two setups. Section 8.2 will present results from both 

prototypes, emphasizing those obtained using Prototype II. A discussion is presented 

in Section 8.3 followed by conclusions in Section 8.4. 
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Table 8.1: Summary of Differences between Prototype I and Prototype II. 

Stage of System Process 

Calibration 

Image acquisition 

Image processing 

Data manipulation 

Object reconstruction 

Implementation 

Prototype I 

Analytical method with 4 control 
point pairs 

Object rotated (R — 45 °) and in­
cremented manually (3.175 mm) 

Point coordinates determined us­
ing line thinning algorithm 

Overlapping segments averaged; 
planar sections fit with EFDs 

n/a 

Prototype II 

DLT LS method with > 20 con­
trol point pairs 

Object rotated automatically 
(R = 45°), camera/laser plat­
form incremented automatically 
(2 mm) 

Point coordinates determined us­
ing COG algorithm 

Overlapping segments averaged; 
planar sections fit with EFDs 

Ball-pivoting algorithm using 
Meshlab 

8.1 Methods 

To clarify the differences between the two prototype setups, Table 8.1 summarizes the 

different methods used according to the stages of the system flow diagram presented 

in Section 3.1.2. 

Experiments using Prototype I were limited to a cylindrical test object with di­

ameter 19.05 mm ( | in). Although discussed in Chapter 6, methods will be briefly 

reviewed here. The analytical approach, which only requires four control point pairs, 

was used to compute the transformation matrix H. The system to rotate the object 

and increment the camera/laser platform head was still under development, necessi­

tating manual manipulation of the object. Images for n = 4 planar sections of the 

cylinder test object were captured in rotational increments of R = 45°. Planar sec­

tions were captured at 3.175 mm ( | in) increments in the negative z-axis direction by 

raising the object with respect to the laser plane using 3.175 mm ( | in) gauge blocks. 

Discrete sets of point coordinates representing the laser traces were determined using 
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a line thinning algorithm. Data were transformed using the H found from the analyt­

ical calibration process, then translated to, and rotated about, the axis of rotation. 

Overlapping segments were averaged and planar sections were fit with EFDs using 1 

harmonic. The application of a mesh surface was not implemented for Prototype I. 

The same test cylinder that was scanned with Prototype I was scanned again 

with Prototype II. As before, four sections were captured in rotational increments of 

R = 45°, except this time sections were captured at 2 mm increments. Rotations and 

vertical increments were performed automatically. Discrete sets of point coordinates 

representing the laser traces were determined using a center of gravity approach. Data 

were transformed using the H found through calibration, this time using the DLT LS 

approach using 40 control point pairs, then translated to, and rotated about, the 

axis of rotation. Overlapping segments were averaged and planar sections were fit 

with EFDs using 1 harmonic. A mesh surface was computed for the cylinder using 

Meshlab software [75] and the ball-pivoting algorithm. 

In addition to the test cylinder, two other objects were scanned with Prototype 

II, an oval cap and a miniature toy arm. Not all scans were acquired during the 

same session and therefore required separate calibrations (i.e., separate grid images 

were taken before the objects were scanned, resulting in variation in the isolated grid 

point locations and subsequent selection of control points). Table 8.2 summarizes 

the number of calibration points used, the vertical resolution, the number of sections 

captured, and the number of points in the EFD outline reconstruction for each object, 

including the test cylinder. The arm was coloured black to reduce surface reflectivity. 

All objects were scanned at an approximate distance of 10 cm (4 in). 
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Table 8.2: Summary of Prototype II Acquisition Methods. 

Shape 

Cylinder 

Blue oval cap 

Model arm 

Approx. volume 
scanned (mm3) 

19x19x8 

13x20x20 

20x25x40 

No. calibra­
tion points 

40 

42 

42 

Vertical 
resolution 
(mm) 

2 

2 

2 

No. of 
sections 

4 

10 

20 

No. points in EFD 
outline (per section) 

500 

100 

100 

8.2 Results 

8.2.1 Prototype I vs. II: Test cylinder object 

As mentioned above, results for Prototype I were limited to a cylindrical test object. 

They were presented in Figures 6.9 and 6.10 in the context of the EFD analysis 

in Chapter 6 and are repeated here for convenience. The same figures have been 

recreated with the results obtained using Prototype II so that a comparison can be 

made. Figure 8.1 shows a comparison of the radius profiles for one of the cylinder 

planar cross sections captured. The ideal radius is 9.525 mm and is indicated on both 

plots. Figure 8.2 shows the EFD reconstructions created with each prototype. 

9.81 1 1 1 ! 1 r—1 9.8 

Theta (red) Theta (rad) 

(a) (b) 

Figure 8.1: Comparison of radius profile for one reconstructed planar section for (a) 
Prototype I and (b) Prototype II. 
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(a) (b) 

Figure 8.2: Comparison of four reconstructed planar sections for (a) Prototype I 
and (b) Prototype II. 

In order to demonstrate the dimensional accuracy of Prototype II in the xy-plane, 

Figure 8.3 shows the radius profiles of all four planar sections of the test cylinder 

that were captured, each section centered at its own centroid. This however cannot 

give a true picture of overall system accuracy as vertical alignment may vary from 

section to section. In order to show the scanner's precision in vertical alignment the 

centroids of each of the four planar sections are plotted in Figure 8.4, where the area 

shown is 1 mm2, centered at the mean of all centroids (—1.093, —6.573). To combine 

all sources of error, Figure 8.5 shows the radius profiles for planar sections centered 

about this mean centroid location. 

Table 8.3 summarizes the root mean squared error (RMS) in point location along 

the section outline for each planar section, where the error is the difference between 

the ideal radius and the distance to each point on the section's outline from the section 

centre. Section reconstructions contain 500 points each. However, as explained above, 

since calculating the radius from the sections' respective centroids will not reflect 

errors in vertical alignment, RMS error is shown for error in radii calculated from 

both the sections' respective centroids and from the mean centroid. 
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Figure 8.3: Radius profiles of four planar sections of the test cylinder captured with 
Prototype II. Radius is calculated from the centroid of each section. 

8.2.2 Prototype II: Other objects 

This section presents results for the two other objects scanned with Prototype II. Since 

it is difficult to determine system accuracy for these objects without ground truth 

information for comparison, Table 8.4 summarizes other results of interest for these 

objects: namely, the scan acquisition time, the number of harmonics calculated for 

the EFD fit, the number of vertices in the EFD point cloud, and the number of faces in 

the final surface reconstruction. Figures 8.6 to 8.8 show images of the original objects, 

plots of the EFD planar sections, and their 3D surface reconstructions, including the 

test cylinder discussed above. Scan time refers to the total time required for acquiring 

image data, including the time to rotate the object and increment the camera/laser 

platform. Data processing time refers to the CPU time for the computation of the 

EFD point cloud of planar sections from the scan images, and does not include the 



114 

-6.07 

E -6.573 

-7.0 I 

• 
• 1 

• Section 1 
• Section 2 
A Section 3 
* Section 4 
• Mean centroid 

: x 

i 

-1.903 
x(mm) 

•1.4 

Figure 8.4: Centroids of four planar sections of test cylinder. 

surface mesh reconstruction in Meshlab. 

8.2.3 Prototype II: General results 

Some other general results to report concern scan time versus acquisition time, and 

the overall system cost. The shutter speed of the camera is set to 1/60 s however this 

particular model can be set to as high as 1/10,000 s. The system takes about 40 s 

to capture the eight images required for one planar section, including the mechanical 

rotation time of the object. Actual image acquisition with Labview takes between 500 

and 600 ms per image, meaning that actual image acquisition time is only about 10% 

of the total scan time. For example, for a 10 min scan consisting of 15 planar sections 

and 120 images, image acquisition time would only be 1 min. This is important 
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Table 8.3: RMS Error for Each Planar Section of the Cylinder Object Before and 
After Translating to the Mean Centroid. 

Section 

1 

2 

3 

4 

Mean 

RMS Error (mm) 

Relative to section centroid 

0.0666 

0.2222 

0.0716 

0.0674 

0.1069 

Relative to mean centroid 

0.1235 

0.2245 

0.1076 

0.0861 

0.1354 

Shape 

Cylinder 

Oval cap 

Mini arm 
model 

Table 8.4 

Scan time 

2mins 40s 

6mins 40s 

13mins 
20s 

: Summary of Prototype II Results. 

No. of 
harmonics 
(range) 

1 

5 - 6 

5 - 8 

No. 
vertices 

404 

1010 

2020 

of Data Pro­
cessing 
time 

10.41s 

20.28s 

27.48s 

No. 
faces 

600 

1894 

2053 

of 
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Figure 8.5: Radius profiles of four planar sections of the test cylinder captured with 
Prototype II. Sections are translated to mean centroid before calculating radius. 

to note because with improvements in the overall mechanical design, scan time can 

be reduced significantly; it is currently limited by the mechanical movements of the 

apparatus, not acquisition speed. 

Total estimated cost of the system (camera, laser, image acquisition device, motors 

and mechanical setup) is about $3,000 CAD (~$2,800 USD x) . The cost of commercial 

software used (Matlab and Labview) has not been included. The use of Meshlab for 

surface mesh reconstruction is free. 
rat an exchange rate of 1 CAD = 0.936867 USD as of August 8th, 2008 
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Figure 8.6: Cylinder test object. 

Figure 8.7: Oval cap object. 

8.3 Discussion 

8.3.1 Prototype I 

A discussion of the test cylinder results using Prototype I was presented in Chapter 

6 but will be summarized here for convenience. As shown in Figure 8.1 (a), the 

rectified segments for the given planar section of the test cylinder produce a fairly 

good result, before and after a curve was fit to the data with the EFD technique. 

The percent error between the radius of the reconstructed test object and the actual 

radius of the object is about 1 to 2%. Errors do not exceed 0.25 mm. The subsequent 

EFD contour for this first layer shows a close fitting through the points using only 

1 harmonic. There is however, observable noise in the error plot of Figure 8.1 (a), 

comprised of both a random and systemic component. Possible sources identified in 

Chapter 6 were: noise inherent in the measurement system and noise in the resulting 



Figure 8.8: Miniature arm model object. 

point coordinates obtained from the line thinning algorithm (producing the random 

component) and; inaccuracies associated with manual manipulation of the object 

(producing the systemic component). Systemic noise is observed in Figure 8.1 (a) 

by the obvious jumps in the radii obtained where segments were fused together and 

a general downwards trend in the radii for these different segments. The analytical 

calibration procedure used may also be a source of systemic error. The random noise 

is clearly attenuated in the EFD fit. After obtaining these results it was anticipated 

that the EFD fit would have an even greater effect with the systemic noise sources 

addressed; this was supported with simulated data consisting of only random noise. 

Overall, visual inspection of the reconstructed planar sections of the test cylinder 

(Figure 8.2 (a)) reveals that Prototype I produced a planar section model, which is 

reasonably complete in desired external detail. 
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8.3.2 Prototype II 

The most prominent sources of errors for Prototype I were procedural in nature and 

we attempted to address them with the second version of the prototype in which the 

camera and laser diode head are automatically incremented vertically on a platform, 

the object is rotated automatically on a turntable, and more robust algorithms are 

used for the identification of point coordinates within the laser trace images and for 

the calibration procedure. 

The recreated results for Prototype II (Figure 8.1 (b)) reveal a couple of im­

provements over Prototype I. Firstly, the systemic noise that was observed where 

overlapping segments had been averaged (i.e., the steep jumps in the radii where 

segments were fused together and the general downwards trend in the radii for these 

different segments) has been attenuated, particularly in the area between 0 and 4 

radians. Automatic rotation of the object on a turntable has helped achieve bet­

ter initial alignment between segments and improved the effect of averaging overlaps. 

Secondly, although the magnitude of random noise has not changed significantly from 

Prototype I to Prototype II, the EFD fit does show slightly less deviation from the 

ideal radius of 9.525 mm, with errors not exceeding 0.125 mm for this section (a more 

quantitative discussion of error for Prototype II will be discussed subsequently as 

there is some variation from section to section). Comparing the EFD planar section 

models in Figure 8.2, there are no observable differences between the results from the 

two prototypes. 

Figure 8.3 shows that although each radius profile is quite close to the ideal value, 

there are some slight issues of scale across sections, particularly for Section # 2 which 

has the highest RMS error (~ 0.2 mm) of all sections captured (see Table 8.3). The 

radius in this case is consistently too small. Possible sources for this could be due 

to the apparatus setup. Although the camera and laser are fixed to a platform, and 
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ideally fixed relative to each other, slight deviations in the horizontal alignment of 

the laser plane with respect to the xy-plane would change the laser profile on the 

object, and would thus propagate through the data processing as an error in overall 

scale. Instability of the platform could be the cause of the scaling issues. The RMS 

error for the other sections ranges from about 0.067 to 0.072 mm. This is considered 

to be quite good considering the low-cost components which have been used for this 

setup. 

Figure 8.4 shows that the process used to align segments about the axis of rotation 

(discussed in Section 6.2) produces very accurate vertical alignment of planar sections. 

In this case, the cylinder object was not exactly centered on the turntable (i.e., not 

centered at (0,0)), resulting in the centers of the sections themselves being slightly 

offset in the negative x and y directions. Nevertheless, sections are aligned precisely 

about their true location in 3D space, with deviations from the mean centroid not 

exceeding 0.15 mm (a — 0.1). 

Finally, Figure 8.5 demonstrates overall system accuracy. Radius profiles calcu­

lated from the mean centroid show slightly higher amplitudes meaning a wider range 

of error values for each section. This is also reflected in the RMS error calculated 

for this scenario (see Table 8.3) where error is increased for all sections; Section 2 

still shows the highest inaccuracy. Despite these results, error is still considered to 

be quite low, with RMS error for all sections below 0.23 mm. 

Although no exact value of accuracy can be provided for the other objects scanned, 

visually, the EFD planar section models and their respective 3D models (Figures 

8.7 and 8.8) are reasonably complete in external detail. There still exists slight 

variation in scale across sections, as shown by the bumpiness in the rendered 3D 

models. However, recall that these objects are already quite small to begin with 

therefore these errors are still within an acceptable tolerance for this system. The 

miniature arm model lacks detail in the hand region. This is mostly attributed to the 
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vertical resolution of the scan (2 mm increments), resulting in triangulation which 

spans across gaps existing on the real model. This also accounts for the flat surface 

on top; the next highest planar section image contained no light reflections. The 

system does have the capability of scanning with finer vertical resolution, however 

this has not been tested. Due to imprecision in the motor used to rotate the objects, it 

should be noted that the segments and sections were found to be under-rotated when 

using the regular data processing scheme (i.e., rotating segments by 45° increments). 

This was not an issue with the cylinder test object, but became apparent in the non­

symmetrical objects, which turned out skewed due to rotation undershooting. Each 

45° rotation of the turntable undershot by about 0.2°. Although minute, this error 

propagated through the processing. Turntable overshoots had to be accounted for in 

the data processing when segments were rotated to their respective orientations about 

the axis of rotation. This would not be required with motors that could guarantee 

better rotation precision. The motors used could guarantee accuracy up to ±1 °. 

Error in vertical increments are not considered an issue because motor rotations are 

smaller in this case. 

Despite these limitations, reconstruction for these test objects is considered quite 

good. Accuracy for the cylinder is excellent; a more detailed discussion of how these 

results fare against other systems is provided in the subsequent section. The other 

objects appear to match reasonably closely to the original objects. Results show that 

the number of harmonics chosen to accurately fit the data was sufficient, but this 

is certainly an area for future work. These results also show that the point cloud 

generated by the system can be successfully processed with open source software 

and would not necessarily have to be imported into expensive point cloud processing 

applications in order to create a 3D model. 
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Comparison of test cylinder results to literature 

Since the cylinder results are the only results for which we can estimate system accu­

racy, these results are used to compare to the literature. We have chosen to compare 

to 5 different systems. From the research field, results are compared to the scanner 

being developed by Tognola et al. [4], because they also have the goal of scanning 

anatomical parts, and the scanner by Chen and Kak [22], because they use a linear 

calibration technique as we have done. From the grouping of commercial scanners pre­

sented in Chapter 2 we have chosen to compare to the Creaform ERGOScan, because 

it is a laser scanner developed specifically for biomedical purposes; the NextEngine 

Desktop 3D Scanner, because it is the most economical scanner found to date; and 

the Minolta Vivid 700 scanner, because it was used by Kusnoto and Evans [24] in a 

study which assessed the scanner's accuracy in scanning objects which are similar, 

dimensionally, to those scanned in these experiments, including a cylinder. Table 8.5 

gives a brief description of each system, the item(s) scanned (if applicable), the ac­

curacy (as given by either a study or the scanner company's website), the cost, and 

the approximate scanning time. 

Since accuracy is measured and quoted in different ways for each scanner, and the 

objects scanned are of different sizes from different distances, these values are meant 

to just give an idea of the general range of measured errors reported. Similarly, we 

recognize that comparing the costs of systems still in the research stages (e.g., ours 

and that of [4]) to those of commercial systems may not be entirely valid. However, 

the cost estimate of our system is based on off-the-shelf component prices, which 

already include a profit margin, and could potentially be much less if one was to 

consider that a commercial product would not actually be manufactured with the 

components in their current form. Our intention is to demonstrate what is possible 

when low cost components are used, and to show how this fares against other systems 



123 

Table 8.5: Comparison of Cylinder Results for Prototype II with Existing Compa­
rable Systems. 

3D Scanning 
System 

Prototype ; // 

Tognola et al. 
[4] 

Chen 
Kak [22] 

Creaform 

and 

ERGOScan 
[37] 

NextEngine 
Desktop 
Scanner 

Minolta 
Vivid 
700 
(data 
reported 
by [24]) 

3D 
[34] 

[291 
as 

Description 

Laser light-
sectioning 
system with 
object on 
motorized 
turntable 

MaxReflex 
motion cap­
ture system. 
Laser is man­
ually swept 
over object. 

Light-stripe 
robot vision 
system us­
ing linear 
calibration 
techniques 

Handheld 
laser scanner 

Multistripe 
Laser technol­
ogy 

Laser-light 
sectioning 
scanner 

Object (s) scanned 

cylinder, 4 sections 
(r=9.525mm) 

-sphere (s) ( r = l l m m ) 
-silicon cast hear­
ing aid shell (c) 
(18x14x22mm3) 
-heart model (h) (70 x 
104 x 99 mm3) 

block (143.8 x 143.8 x 
152.4mm3) 

n / a 

n / a 

cylinder (c) (r = 46mm) 
dental model (d) 

Given Accu­
racy/Error (mm) 

RMS error: 
0.135mm 

RMS error for (s): 
0.074mm 

<1.016mm (horiz) 
<3.556mm (vert) 

accurate up to 
0.5mm 

±0.127mm 
(macro); 
±0.381mm (wide) 

(c) - 0.3mm 
±0.3mm (horiz); 
0.5mm i O . l m m 
(vert) 
(d) - molar width: 
0.2mm ±0.1mm; 
palatal vault depth: 
0.7mm ±0.2mm 

Scan Time 

2mins 40s 

(s) - unknown 
(c) - 90s 
(h) - lOmins 

1 min (12 
stripes from 4 
locations) 

"quick data 
acquisition" 

2 mins per 
scan of each 
facet 

0.6s per view 

Cost 
(USD) 

$2,800 

~$50,000-
$100,000 

unknown 

$40,000 

$3,500 -
$5,000 

$60,000 

which are both comparable in cost, and possibly orders of magnitude more expensive. 

In general, results from Prototype II for the test cylinder compare favorably with 

these systems, in terms of accuracy and cost, however it did not fare as well in 

terms of scan time. The most accurate of these systems was developed by Tognola 

et al. [4]. Their use of a Qualysis (Gothenburg, Sweden) motion capture system 

(two CCD cameras and a real-time video processor) produced a reconstruction of 

a 11.33 mm radius sphere. The RMS error calculated between the real sphere and 

the reconstructed surface was 0.074 mm. They also scanned 3D models of anatomical 

objects - a silicon cast hearing aid shell and a heart model - but no estimation of error 
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are given due to the complexity of the shapes. In terms of scan time, our system does 

not compare as well with their more manual technique; the hearing aid shell and heart 

model took 90 s and 10 mins to scan, respectively. Dimensionally, the hearing aid 

shell is similar to the four sections of the cylinder object and the cap object, which 

had scan times of 2 mins 40 s and 6 mins 40 s, respectively. 

Chen and Kak's [22] system is a structured light-stripe unit on the end of a robot 

consisting of an infrared light projector and a CCD camera. They used a linear 

calibration technique for finding the mapping between imaged and real world points, 

and tested the system by scanning a test block. The block dimensions as given 

by the scanner had errors of <1.016 mm and <3.556 mm for the width and height 

respectively, which is an order of magnitude greater than the accuracy achieved with 

Prototype II. It should be noted that the object scanned here was much larger and was 

imaged from a further distance (~ 350 mm) than the test cylinder in our experiment. 

Scan time was about 1 min to capture 12 laser traces, but the robot head was moved 

to four different locations during the scan. 

Comparing with the commercial scanners in Table 8.5, Prototype II accuracy is 

better than the ERGOScan and comparable to the NextEngine scanner. However, 

the ERGOScan system requires a standoff distance of about 300mm, which is greater 

than the scanning distance for our scanner (~ 100 mm). Cost-wise, the estimated cost 

of components for Prototype II is considerably less expensive than the ERGOScan 

system ($40,000 USD), and comparable to NextEngine's 3D Desktop Scanner ($3,500 

- $5,000 USD). No examples of scan times are available for these systems since infor­

mation for these scanners did not come from a specific study, however the NextEngine 

website [34] states that a scan for one view takes 2 mins. Considering that multiple 

views would be required to capture an entire 3D model, it would probably take about 

16 mins to capture eight views about the vertical axis (not including the time required 

to rotate the object and/or move the scanner), which our scanner did not exceed for 
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any of the objects scanned. Scan time for the NextEngine scanner would not be lim­

ited by object size, whereas each additional horizontal section for our scanner takes 

an extra 40 s. However, recall that scan time is currently limited by the very crude 

mechanical setup and not the image acquisition time, hence the potential exists to 

exceed the performance of this commercial scanner in terms of scan time with im­

provements in the mechanical setup. Finally, Kusnoto and Evans [24] assessed the 

accuracy of generating 3D models of both a dental model and a plaster facial model 

using the Vivid700 3D surface laser scanner (Konica Minolta [29]). They first cap­

tured the height and width for a test cylinder object; measurements were accurate 

to 0.5 mm (± 0.1 mm) in the vertical dimension and 0.3 mm (± 0.3 mm) in the 

horizontal dimension. Measurements taken from the dental model (the intermolar 

width and palatal vault depth) were shown to be accurate to 0.2 mm (± 0.1 mm) 

and 0.7 mm (± 0.2 mm) respectively [24]. Prototype II fares well against all of these 

results. The Vivid 700 is quite expensive ($60,000 USD) but can offer scan times in 

the order of milliseconds, a huge advantage when scanning human subjects. 

Overall, Prototype II is comparable to these systems in many respects. Scan time 

can certainly be improved upon, as our scan time matches most closely the system 

with the most manual process of acquiring data (Tognola et al. [4]). The majority 

of the scan time is currently due to limitations in the mechanical apparatus and 

not image acquisition time. Therefore scan time can be reduced considerably with 

improvements in the mechanical setup, which has been recommended for future work. 

8.4 Summary 

After achieving sub-mm accuracy with Prototype I, where the majority of the errors 

are the result of manual manipulation of the device, there was good reason to believe 

that an acceptable level of accuracy could be achieved with future iterations of the 
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design. Improvements implemented for Prototype II included automatic manipula­

tion of the camera/laser platform and turntable, and more robust algorithms for the 

identification of point coordinates within the laser trace images and for the calibration 

procedure. Accuracy improved for Prototype II, where RMS error for the radius of 

a test cylinder object was 0.135 mm across the four planar sections captured. These 

results are considered to be well within the realm of acceptability given the low cost 

components used and limitations of the mechanical setup, especially when compared 

to existing systems. The accuracy achieved compares well with laser light-sectioning 

systems in the literature as well as some commercial systems. Currently available 

commercial 3D scanning systems employing the laser light-sectioning technique have 

been found to cost anywhere from $3,500 to $350,000 USD; cost is often a major road­

block in many healthcare institutions. The overall cost of this system's components 

(about $2,800) is below that of the most economical system found on the market. 

Current limitations of the system lie mostly with the mechanical setup, and include 

servo motor rotation accuracy, structural stability, overall scan time, and the general 

need to rotate the object rather than rotate the camera/laser about the object. The 

volume of objects which can be scanned is currently quite small, a limitation which can 

be rectified with a different zoom setting on the camera. Also, although the collection 

of raw data for objects with discontinuous profiles (i.e., the finger area of an open 

hand or an object with a hole through it) is possible with the current system (because 

images are captured from many different views), additional data processing would be 

required to represent such surfaces with EFDs. As with all systems employing the 

laser light-sectioning technique, both the camera and the laser require a direct line of 

sight to the object's surface in order to capture surface data. This poses a limitation 

when it comes to objects with concavities or hollow interiors. Surface reflectivity was 

also an issue for the arm model. Improving these aspects of the current design are 

recommended topics for future work. 
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As the system exists now, potential applications would be similar to those pre­

sented by Kusnoto and Evans [24] or Tognola et al. [4], where inanimate, but still 

anatomical-like objects, can be placed on a turntable and scanned, such as a hearing 

aid shell or dental model. This was demonstrated by the arm model experiment, 

which had anatomical-like features. 

Overall, by including more complexity in software algorithm development, we 

were able to use simple, inexpensive, off-the-shelf components in a straightforward 

setup avoiding complex optical schemes. Specifically, the coplanar calibration process 

chosen avoids the need to explicitly calculate extrinsic or intrinsic camera parameters 

or precise component orientations. Imperfections in alignment will be quantified 

and compensated for by the transformation matrix H found through the calibration 

procedure. The calibration process itself is semi-automatic; the software isolates grid 

points within the calibration grid image and the user is required to select the desired 

points to be used in the DLT LS algorithm. The whole process is very simple so that 

any user can perform the calibration. 

Automation of the image acquisition process is also an important feature of the 

design, to help reduce the need for user intervention. The Labview interface devel­

oped facilitates image acquisition and combines image capture and control of the 

scanner's turntable and platform into one easy-to-use interface. The straightforward 

data collection setup avoids the complex range image registrations problem, because 

the data collected is easily registered into the proper coordinate system based on 

object rotations and camera/laser increments. 

Data processing was another area where including more complexity in algorithm 

development contributed to the ability to use simple, inexpensive, off-the-shelf com­

ponents in a straightforward setup. It was observed through reviewing current avail­

able 3D scanning technology that with increased accuracy comes increased system 

complexity and cost. But since noise in measurement data is inevitable in many 
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biomedical scenarios, certain levels of accuracy would be impossible to achieve. A 

key feature of this system is robust data processing specifically focused on addressing 

noise in the measurement data; namely, Elliptical Fourier Descriptors (EFDs), which 

are particularly suited for modeling biological objects. Additionally, the averaging of 

overlapping segment data also contributes to noise reduction. 



Chapter 9 

Conclusions and Recommendations 

Three-dimensional laser imaging is quickly becoming a valuable and efficient imaging 

modality in healthcare. However, there is an increasing need for cost effective 3D 

scanning equipment in the biomedical field, as most of the currently available state 

of the art is not specifically designed for this purpose, or is prohibitively expensive. 

Our main objective for this thesis was to develop a simple, low cost 3D laser light-

sectioning scanner for biomedical purposes. We wanted to explore multiple design 

options at different stages of the scanning process, specifically in the areas of cali­

bration and data manipulation, and validate the chosen techniques experimentally 

by implementing prototype systems. Section 9.1 summarizes the major conclusions 

drawn from this thesis work and Section 9.2 presents recommendations for areas of 

future work. 

9.1 Conclusions 

We conclude that the overall system design for the 3D laser light-sectioning scanner 

presented in this thesis is viable; two prototypes validate aspects of the calibration, 

image acquisition, image processing, data manipulation, and object reconstruction 

capacity of the chosen design. Accuracy for Prototype II is quite good, with average 

129 
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RMS error for the radius of a test cylinder object only 0.135 mm across the four 

planar sections captured. These results are considered to be well within the realm 

of acceptability given the low cost components and the mechanical setup used, espe­

cially when compared to existing systems. The accuracy achieved compares well with 

laser light-sectioning systems in the literature as well as some commercial systems. 

Although many studies have concluded that certain available commercial scanners are 

useful for biomedical applications, we have shown comparable accuracy at a reduced 

cost. 

In terms of image calibration for the system, we conclude that the Direct Linear 

Transform Least Squares (DLT LS) algorithm for computing the transformation ma­

trix H is better than the Analytical method when input data are noisy. Based on an 

analysis comparing these two methods, we have shown that the Analytical method 

and the DLT LS method are comparable when the same number of points are used, 

but that the DLT LS method improves as more points are added, thus outperforming 

the Analytical method. Since noise in the input data is an anticipated consequence of 

the more simplistic mechanical setup employed for this system, the DLT LS method 

is the recommended technique of choice for this scanner. 

Finally, we conclude that the use of Elliptical Fourier Descriptors is appropriate 

and beneficial for fitting a smooth contour through the segment data collected from 

this laser light-sectioning scanner. Analyses on both simulated and experimental 

data have shown the usefulness of this curve approximation technique for both reduc­

ing noise in the measurement data and for representing planar sections as seamless 

contours. 
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9.2 Recommendations for Future Work 

Due to the many diverse aspects of this entire research project, there are several 

different avenues for potential future development. Directions for future work have 

been categorized according to the stages of the system flow diagram. 

Calibration 

The major improvement which could be made in the area of calibration would be 

to explore non-linear algorithms for characterizing the mapping between image co­

ordinates and real world coordinates. It was shown in this thesis that projective 

geometry can be used for a coplanar 2D to 2D mapping, and that explicit computa­

tion of the camera and pose parameters is not necessary for this calibration scenario. 

However, exploring a non-linear approach to the coplanar calibration case would al­

low for the compensation of non-linear distortions in the images, such as radial lens 

distortion. The added benefit of this compensation would have to be weighed against 

the increased complexity in the processing required to implement such an algorithm. 

Image Acquisition 

In general, a more robust mechanical setup is required to capture even more pre­

cise laser trace images. This would involve incorporating servo motors with better 

precision so that over- and/or under-rotation does not have to be compensated for 

in the data processing. Overall stability of the structure can be improved with a 

more rigid structure. Testing the system's accuracy using a finer vertical resolution 

(i.e., < 2 mm) is also recommended, especially if motors with finer and more accurate 

rotation control are incorporated into the system. Results from Prototype II have 

shown that the proposed design is applicable to small, inanimate but anatomical-like 

objects. However, an important feature for a biomedical scanner targeted at scanning 
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human subjects would be the ability of the camera and laser system to rotate about 

the part of interest with the required number of degrees of freedom. Therefore, the 

next stage would be to develop the required mechanics for the added flexibility of not 

having to use a turntable. This could be accomplished by mounting the camera and 

laser to a robotic arm-like structure, which could accurately track its location in 3D 

space. The data processing would be identical, as capturing images about the object 

while it stays stationary is the equivalent problem to the scenario of Prototype II. 

Moreover, a black and white camera has been used in this thesis; exploring the use 

of a colour camera could lead to more flexibility in the choice of light source (i.e., 

coloured light stripes) as well as open up possibilities for incorporating colour and 

texture information from the original object into the final 3D model. Scan time is also 

an area for improvement. Scan time can be reduced with an improved mechanical 

setup. 

Image Processing 

The images captured for the experiments presented here had low ambient lighting 

conditions. Although a background elimination technique was applied to all images, 

further work in this area of image processing could lead to more flexibility in the 

range of lighting conditions possible for the surrounding environment during image 

capture. For example, taking a difference image (laser on minus laser off) could isolate 

the laser even better. This would require a trigger to turn the laser on and off during 

the scan process, which is not currently a feature of the prototype. 

Data Manipulation 

The technique of using EFDs for fitting a smooth contour through data segments is 

currently only implemented for planar sections in the horizontal xy-plane. Further 

work could be done to explore their use for smoothing data in the vertical direction, 



133 

as demonstrated in [86] where EFD coefficients are interpolated across horizontal 

sections in order to provide surface contour data at any value of z. Also, more 

work is required to develop a preprocessing technique that would better identify an 

appropriate number of harmonics to use for a given set of data segments. The current 

system allows for the collection of raw data for objects with discontinuous profiles 

(i.e., the finger area of an open hand or an object with a hole through it) however, 

additional data processing would be required to fit EFDs to individual elements within 

the planar sections of such objects rather than one EFD contour for the entire planar 

section. For example, the raw data for a planar section of an open hand would 

be a series of circular outlines representing individual fingers. An additional step 

would have to be incorporated whereby these individual regions could be identified 

as individual objects and fit with separate EFD approximations. Finally, while EFDs 

performed well and seem like an appropriate solution because they are particularly 

suitable for representing biological objects, other methods could also be investigated 

in more detail, such as polynomials or splines. A comparison should be done to 

better understand the advantages and disadvantages of these different methods, in 

terms of accuracy of the fit, data processing time, etc. Also, it would be worthwhile to 

investigate methods which could account for cases where discontinuities in the laser 

trace exist (e.g. sharp edges). 

Object Reconstruction 

The choice of using open source 3D modeling software for object reconstruction was 

convenient and economical for this work. Other possibilities could be explored which 

might produce 3D models with greater fidelity. 
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Appendix A 

Design Considerations for a 

Biomedical-specific Scanner 

Although many of the studies presented in Chapter 2 have concluded that certain 

available commercial scanners have proven to be useful for biomedical applications, 

and the advantages of using laser-light scanners are apparent, there were still many 

disadvantages highlighted in these studies which indicates that not all available scan­

ners address the specific needs of the medical community. Therefore, the following 

list of design considerations for biomedical-specific 3D scanners has been compiled. 

• Safety and laser light sources 

The major safety issue concerning the use of laser technologies with human sub­

jects is the accidental exposure of the eyes to the laser beam and the risk of causing 

permanent damage to the retina, especially in growing children [5]. There are cer­

tain classes of lasers (i.e., Class II and lower), which are considered eye-safe meaning 

normal exposure to this type of beam will not cause permanent harm. "The blinking 

reflex of the eye is fast enough to avoid any damage" [92]. That being said, special 

attention needs to be given to the surrounding environment; "no mirrors, lenses or 

other reflecting objects are allowed to be placed in the path of the laser beam, since 
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there is a danger that this could influence the direction of the laser beam, provoke 

eye damage or even ignite flammable substances" [9]. 

When using laser, there is also the risk of skin burns, but this would only occur 

in the extreme case that a laser be left projected on a human subject for an extended 

period of time. As long as safety precautions are established when this type of 

equipment is used in a healthcare setting (ie. automatic shut off safeguards before 

the threshold of risk is reached), no serious threat should be expected from using 

this technology. In general, "any system that involves patients must be absolutely 

innocuous with respect to health" [9]. 

• Scanning time, accuracy, and resolution 

In applications where human subjects are to be scanned, fast acquisition speed is 

important for reducing human body movement artefact in the measurement data. It 

also allows for many different subjects to be scanned in a short period of time [3]. 

Many 3D laser scanner systems need only two seconds to capture a range image, but 

some believe this is even "too long to reliably avoid head movements, especially when 

dealing with children" [5]. When these errors cannot be avoided, an important design 

consideration is appropriate data filtering and smoothing techniques. As well, one 

must consider the required accuracy and resolution for the application. For example, 

"in order to acquire precise, detailed 3D images of facial structures, in the nasal 

and upper-lip area, measurement accuracy in the sub-millimeter range is required" 

[9], whereas other applications such as whole body scanning, may not require such 

accuracy and resolution. 

• Physical scanner size, and device manipulation 

This is a fairly important consideration and one that would not necessarily be 

thought about during the initial design of a scanner. Many healthcare institutions 
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have very limited space available for large cumbersome equipment, especially if the de­

vice is not easily moved, or if moving it requires expensive and elaborate re-calibration. 

Furthermore, "removing the need to shift the scanner...could be advantageous when 

examining live persons because of a lessened influence of motion artefacts and mini­

mization of shifts in patient position" [13]. 

• Data size, type, and integration 

File size is an important issue in many circumstances, not just in healthcare. When 

designing a 3D scanner, issues of data management, storage, transmission and the 

intended use of the final 3D model must be considered. With the advent of e-health 

records on the horizon, and data transfer among intuitions happening increasingly 

more by electronic means, smaller, more manageable files will be essential if 3D models 

are to become an integrated part of a person's health care management. 

Integration and compatibility with existing medical file formats should also be 

considered, as there is huge potential to integrate 3D surface information with existing 

imaging modalities, such as CT, MRI, PET and ultrasound. According to [72] there 

is a real need is to register all of these 3D images into the same reference system. 

There is a role for 3D scanning to play in acquiring the skin surface of a patient, so 

that this reference surface can be registered with the skin surface segmented from 

another imaging device [72]. For this to be successful, the data from a biomedical 3D 

scanning system must exist in a form compatible for this registration to occur. 

• Ease of use and training required 

In order to minimize the amount of training required, "the equipment must be reliable 

and appropriate for use by technically untrained personnel" [9]. It cannot be assumed 

that the user will have technical knowledge of the equipment. Furthermore, the 

likelihood of a 3D scanning device being adopted into a specific medical practice will 

depend on its ease of use. 



Appendix B 

Background on Projective Geometry 

This section provides background information on the basic principles and theory of 

projective geometry. This background is intended to introduce the reader to these 

concepts so that the techniques used in Chapter 4 for coplanar scanner image cali­

bration may be well understood. The majority of this explanation is adapted from 

Multiple View Geometry in Computer Vision by Hartley and Zisserman [45]. 

This discussion presented on projective geometry describes the process of finding 

the transformation between images of 2D planes. Chapter 4 describes how this dis­

cussion of projective geometry and methods can be adapted to the camera calibration 

problem and thus this 3D scanner. 

B.l The 2D Projective Plane 

B. l . l Homogeneous representation of lines 

A line in a plane is represented by an equation such as ax + by + c = 0, where dif­

ferent choices of a, b and c give rise to different lines [45]. The vector representation 

of this line (a,b,c)T, however, is not a one-to-one correspondence; ax + by + c = 0 

and (ka)x + (kb)y + (kc) = 0 are the same, for any non-zero constant, k. "Thus, 
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the vectors (a, b, c)T and k(a, b, c)T represent the same line, and are considered equiv­

alent. An equivalence class of vectors under this equivalence relationship is known 

as a homogeneous vector. The set of equivalence classes of vectors in K3 forms the 

projective space, P2" [45]. 

B.1.2 Homogeneous representation of points 

Similarly, points are represented by homogeneous vectors as well. Consider a point 

x = (x, y) which lies on the line 1 = (a, b, c)T; then ax + by + c = 0 must be true, 

which, written as an inner product of vectors would be (x, y, l)(a, b, c)T = 0. The 

point (x,y)T in M2 is thus represented as a 3-vector by adding the coordinate of 1. 

For any non-zero k and line 1, the equation (kx, ky, k)l = 0 if and only if (x, y, 1)1 = 0. 

Therefore, the set of vectors (kx, ky, k)T for varying values of k can be considered 

to represent the point (x,y)T in M2. Thus, just as with lines, points are represented 

by homogeneous vectors. An arbitrary homogeneous vector representation of a point 

would be of the form x = (x\, X2, xs)T, which represents the point (x\/x%, xijxz)T in 

M2. 

B.1.3 Projective transformations 

A projective transformation, or a homography, is an invertible mapping h from P2 to 

itself such that three points x\, X2 and x3 lie on the same line if and only if h(x\), h(x2) 

and h(xz) do as well [45]. 
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A projective transformation is thus defined as: a linear transformation on homo­

geneous 3-vectors represented by a non-singular 3 x 3 matrix: 

x 

w 

/ i n hi2 hi3 

hi\ /l22 ^23 

^31 ^-32 ^33 

X 

W 

(B.l) 

or more briefly, x' = Hx. Note that multiplying the matrix H by an arbitrary non-zero 

scale factor will not alter the projective transformation. "Consequently we say that 

H is an homogeneous matrix since, as in the homogeneous representation of a point, 

only the ratio of the matrix elements is significant". There are eight independent 

ratios amongst the nine elements of H, and thus eight degrees of freedom; therefore 

the transformation H is completely specified by eight parameters [45]. 

B.2 Estimation of 2D Projective Transformations 

The estimation problem is the "computation of some transformation based on mea­

surements" [45]; that is, given a set of i point correspondences X; <-> x̂  between 

2 images, compute a 3 x 3 matrix H such that x̂  = HXJ for each i. Since the 

transformation H has eight degrees of freedom, it is necessary to specify four point 

correspondences in order to fully describe H because each point has two degrees of 

freedom corresponding to the x and y components. This gives rise to the fundamental 

theorem of 2D projective geometry stated below: 

The Fundamental Theorem of Two Dimensional Projectivity: 

Given four distinct non-collinear points on a plane and another four distinct 

non-collinear points on the other plane, there is one and only one projectivity which 
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carries the first four points respectively into the second four points. [22] 

If exactly four correspondences are given, then an exact solution for the matrix 

H is possible. This situation is referred to as the Analytical Method in this thesis. 

However, since points are measured inexactly (due to noise, for example), then point 

correspondences may not be fully compatible with any projective transformation, if 

more than four such correspondences are given. In this case, one can find the 'best' 

transformation, given the data. This is generally done by finding the transformation 

H that minimizes some cost function [45]. We call one such situation the Direct Linear 

Transformation (DLT) Method in this thesis. 

B.2.1 The Analytical method 

Beginning from the transformation equation x̂  = Hx;, we can re-write the equation 

so that the point vectors are written in Cartesian homogeneous form, that is, their 

3 r d coordinate is 1 and an independent homogeneous scale factor p is factored out. 

This leaves: 

(H< = H<u (B.2) 

"With the help of the free variable p, we are ensured that regardless of the homo­

geneous coordinates chosen, the above expression for the projectivity solution will 

always be satisfied" [22]. 

Expanded, Equation B.2 becomes the following: 

Pi 
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(B.3) 
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Rearranging the equation to be Hqj — p,q^ = 0 results in: 

hnXi + hi2Vi + h13 - p^ 

h2iXi + h22Vi + h23 - PiV'i 

h3iXi + h32Vi + h33 - pi 

The above is essentially a set of 3 equations derived from the ith point correspondence. 

Therefore, four such corresponding point pairs would result in 12 similar equations 

with 12 unknowns; the 8 independent parameters of H and the 4 independent ho­

mogenous scale factors pi,i = 1, ...4. (Recall from Section B.1.3 that the matrix H is 

homogeneous and therefore we can impose that one of the 9 elements (say, h33) be 1, 

leaving eight independent ratios amongst the nine elements of H to be found.) 

These 12 equations in 12 unknowns can be determined using standard techniques 

for solving linear equations. Although solutions for all the unknowns would be ob­

tained, only the elements of H are required to transform all other image points from 

the projective into the Cartesian plane. 

B.2.2 The Direct Linear Transformation (DLT) algorithm 

The DLT algorithm is a simple linear algorithm for determining H given a set of > 4 

2D to 2D point correspondences, Xj <-» x^. As described above, the transformation is 

given by the equation x̂  = Hx, but recall that since the vectors on either side of this 

equation are homogeneous vectors, they are not necessarily equal; they have the same 

direction and may differ by a non-zero scale factor. If we are not concerned about 

working with the homogeneous vector representation of points, we can proceed with 

the original notation for the transformation equation x̂  = HXJ. 

Expressing the above transformation as a vector cross product produces: 

(B.4) 
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x- x HXJ = 0. If the j t h row of the matrix H is denoted by h?T, then we may write: 

# x , 

/ IT 
h1Tx, 

h2 Tx, 

v h3Tx, 

\ 

/ 

(B.5) 

Writing x̂  = (x'i,y'i,w'i)
T, the cross product may then be given explicitly as: 

/ 
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Isolating the h3 entries of H, the above can be written in the form: 

0T 

I T 

I T 

/ T 
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/ T 

l T 
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M 
h2 

yh% 

= 0 (B.7) 

These equations have the form Ajh = 0, where Aj is a 3 x 9 matrix, and h is a 

vector made up of the 9 entries of the matrix H. Of the three equations in Equation 

B.7, only two are linearly independent, thus each point correspondence gives two 
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equations with the unknown parameters of H. Omitting the 3 equation in B.7 gives: 

1-

or 

/ T 

^ 

/ T 

0T 

l T 

I T 

H 
h2 

^ , 

= 0 (B.8) 

where Aj, now a 2 x 9 matrix is referred to as the DLT matrix equations for the ith 

point correspondence. 

Since each point correspondence gives rise to two independent equations in the 

entries of H, given a set of four such point correspondences, "we obtain a set of 

equations Ah = 0, where A is the matrix of equation coefficients built from the 

matrix rows Aj contributed from each correspondence, and h is the vector of unknown 

entries of H". With eight equations, and nine unknowns, the solution h can only be 

determined up to a non-zero scale factor. 

The inhomogeneous case of the DLT algorithm 

"An alternative to solving for h directly as a homogeneous vector is to turn the set of 

equations B.8 into a inhomogeneous set of linear equations by imposing a condition 

hj = 1 for some entry of the vector h" [45]. This is justified by recalling from Section 

B.1.3 that the matrix H is homogeneous and therefore we can impose that one of the 9 

elements (say, H33) be 1, leaving eight independent ratios amongst the nine elements 

of H to be found. 

Thus, if hg, corresponding to H33, is set to one, then certain terms of the matrix 

product Ah will not contain any of the unknown elements of h and can be brought 
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0 0 0 Xiw[ yiw[ w^ -XiVi -y^ 
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The following section describes how to determine h, in both Equations B.8 and 

B.9. 

The over-determined solution 

If more than four point correspondences X; <-> x- are given, then the set of equa­

tions Ah = 0 (given in Equation B.8) or Ah = b (given in Equation B.9) is over-

determined. If the position of the points is exact then the matrix A will still have 

rank 8, and there would be an exact solution for h. This will not be the case if the 

measurement of image coordinates is inexact; that is, if there is noise. There will not 

be an exact solution to the over-determined system apart from the zero solution [45]. 

Instead of demanding an exact solution, one can find an approximate solution, namely 

a vector h that minimizes a suitable cost function [45]. 

For example, in the inhomogeneous DLT algorithm, h minimizes || (A * h — 

b) ||, the length of the vector Ah — b. h is known as the least-squares solution to 

the over-determined system. The least-squares solution is conveniently found using 

the Singular Value Decomposition (SVD) [45]. Using the Matlab operator mldivide, 

h = A \ b is the solution in the least squares sense to the over-determined system of 

equations Ah — b using SVD. Alternatively, the normal equations may be used to find 

the pseudo inverse of A and thus the LS solution. This approach is computationally 

simpler than SVD when n is small compared to m. 



Appendix C 

Background on Elliptical Fourier 

Descriptors 

Two methods which can be used to model shape contours are conventional Fourier 

series and the comparatively recent development, Elliptical Fourier Functions. A brief 

description of the use of Fourier series for fitting a curve is presented in Section C.l. 

Elliptical Fourier Functions (EFFs) are a parametric approach to the same problem, 

which allow for the analysis of contours that cannot be simply represented as single-

valued functions (a constraint with conventional Fourier series analysis). EFFs are 

described in more detail in Section C.2. Within the context of using Fourier series 

and Elliptical Fourier Functions for fitting curves to biological contours, the author 

of [84] states that "a particularly attractive property of both of these approaches is 

that they are information preserving contour representations in the sense that they 

not only allow for the precise reconstruction of a biological outline, but also allow for 

its re-creation, at any time, in the absence of the original specimen" [84]. 
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C.l Conventional Fourier Series and Descriptors 

A periodic function f(t), of period 2n, can be written as an infinite sum of oscillating 

sine and cosine terms as follows: 

oo oo 

f(t) — a0 + V^a„cosni + V^6nsinnt, (CI) 
n=l n=l 

where 

ao = ~f f(t)dt, (C.2) 

i r 
an = — f(t)cosntdt, (C.3) 

* J-* 

bn = - / f(t)sinntdt. (C.4) 

Equation C.l is referred to as the Fourier series (FS) expansion of /(£); an and bn 

are thus referred to as the Fourier coefficients for the nth harmonic. The decomposition 

of a time series into these separate components, or harmonics, is termed harmonic or 

spectral analysis. 

C.l . l Approximating a curve with FS 

An approximation to the function f(t) can be found by truncating Equation C.l 

and calculating the expression for only a finite number of harmonics, N, as shown in 

Equation C.5: 
N N 

f (t) — a0 + 2~] o-n cos nt+ 2_.bn sin nt. (C.5) 
ra=l n = l 

This expression is now a Fourier Descriptor (FD) of the original function. Of 

course, the coefficients a0, an, and bn can only be calculated if the function f(t) is 

known. If one wants to use Fourier series to describe a curve for an unknown function, 
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than such an analytical solution cannot be employed. This is the case for the scenario 

in this thesis; the data represent a tabulated list of (#*, x/i) point coordinates obtained 

through measurement. This nonperiodic tabulated function can still be represented 

with a Fourier series by making it "periodic"; that is, by considering the set of data 

points to be a repeating pattern over a certain period. "With tabulated functions, 

harmonic analysis consists of fitting, by a least squares estimation procedure, the 

regression Equation C.5 to the set of tabulated data, where the Fourier coefficients 

a0, an, and bn for all k points and n harmonics, are regression coefficients" [84]. 

A common approach to dealing with planar tabulated data is to represent it in 

polar coordinates, such that the Fourier series becomes: 

N N 

f(9) = a0 + y ^ a n c o s n # + Y^fensinn0. (C.6) 
n = l n = l 

where the period is defined over a 2n interval and 9 is in radians. In this case, 

the points on the boundary must be equally spaced (to avoid a weighted analysis); 

they must be described by distances from a predetermined center within the closed 

contour; and the contour cannot be double valued (that is, a vector extending from 

the center cannot intersect the contour in more than one location). The coefficients 

are found by least-squares estimation methods as follows: 

fc-i 

ao = k-iSTrh (C.7) 
i=0 

2 k~1 k — 1 
a„ = - ] T V ; cos n0,n = 0,1,2,. . .—— (C.8) 

j=0 

2 v—̂  k — 1 
6n = - J J n sin n0,n = 1,2,...,——, (C.9) 

where r* are the distances from the predetermined origin and k is the total number 
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of measurements. The most logical choice of the origin is the centroid of the contour; 

other locations may be chosen if they represent some biological landmark of interest, 

but may introduce increased error in the Fourier coefficients. 

The above discussion has described how conventional FDs can be a model for 

representing the boundary of a morphological form. "The FD approach confers two 

advantages: (1) that with the advent of computers, the analysis is fairly simple and 

straightforward; and (2) under certain circumstances, it is possible to attach biologi­

cal meaning to the Fourier coefficients" [84]. Some limitations with conventional FDs, 

however, preclude their use in all situations. Limitations include: (1) the tabulated 

function, f(x), must be single-valued; (2) the data must be set up in polar form; (3) 

the angles between vectors must be equal (to avoid the complications of a weighted 

analysis); and (4) integration is sometimes required for evaluation of the Fourier co­

efficients [84]. These limitations effectively limit FD analysis to forms with relatively 

simple contours. "Complex morphological forms that contain outlines that cross back 

onto themselves (producing intersections) for example, would be inadmissible" [84], 

as would be the presence of multiple values for a single vector. An alternative ap­

proach that largely circumvents these constraints, Elliptical Fourier Functions, was 

developed by Kuhl and Giardina [59] in 1982. 

C.2 Elliptical Fourier Functions and Descriptors 

According to Kuhl and Giardina, a continuous, closed contour in two dimensions can 

be represented parametrically as a vector function of time, V(t) [83]. "Parametric 

refers to a set of equations set up as functions of a common variable; for example, 

the circle (x2 + y2 = r2) can also be presented with parametric equations x = rcosO 

and y = r sin 6 in terms of the parameter 9" [84]. Elliptical Fourier Functions are a 

parametric formulation whereby the projections of the vector function V(t) on the x 
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and y axes are separately set up as functions of a third variable, t; that is, x(t) and 

y(t). This is assuming that the contour is traced at a constant "speed" and that the 

functions are periodic with period T, where T is the total time required to trace the 

whole contour. Since these functions are periodic, they can be represented by Fourier 

series expansions as follows: 

, . v-^ 27rnt \-^ . 2irnt 
x(t) = A0 + 2_^an cos ̂ — + 2 ^ o n s m — - , (CIO) 

and 

where 

rri ' / j 'I' rji ' 

n=\ n=l 

2ixnt \—> , . 2-nnt 
y(t) = C0 + 2 ^ cn cos—— + 2 ^ « n s m — - , (C.ll) 

n=l n=l 

1 ' T 
Ao = f l <t)dt, (C12) 

an = - x(t) cos — - d t , (C.13) 

2 f , „ . 27r?ii , . ^ 
6n = - y a ; (*)s in—dt . (C.14) 

Similar expressions can be derived for Co, cn, and dn. 

This approach overcomes most of the limitations of conventional FDs as discussed 

above, albeit numerical complexity is increased. "The requirement of equal inter­

vals along the outline is now relaxed and multi-valued functions are no longer a 

problem" [84], allowing for the numerical characterization of a much larger class of 

two-dimensional shapes than previously possible. 

As is, these expressions still require integrations in order to compute the DC com­

ponents AQ and Co, and the coefficients an, bn, cn, and dn. Kuhl and Giardina showed 

that if x(t) and y(t) are piecewise-linear representations of a contour, continuous for 
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all time, expressions for the Fourier coefficients can be derived such that no integral 

needs to be calculated, irrespective of the incremental changes in Ax and Ay. "The 

derivation of these coefficients involves the time derivatives x(t) and y(t), which con­

sist of the sequence of piecewise constant derivatives -^ and -^- associated with the 

time intervals tp_j < t < tp for values of p in the range of 1 < p < K" [59]. Here 

Atp is the time between points p and p — 1 and K is the number of points along 

the contour. The time derivatives are periodic with period T and can themselves be 

represented by a Fourier series, as shown for the x(t) case below: 

•/.\ v~^ 2-nnt ^ n . 2nnt ,„ tr\ 
x(t) = 2_^an cos ~ ^ + 2_^pnsm-—-, (C.15) rp ' / j r^Tl ^ rp ' 

n=l n=l 

where 
2 f1 . . 2nnt , _ „. 

:„ = - / X(t) COS —p-dt, (C.16) 

T 

These coefficients can be expressed as: 

2 rT 2irnt 
(3n = -J x(t)sm-^dt. (C.17) 

«» = T ^ A ^ / c o s — d t (C.18) 
P = I p • ' tp-i 

Aa:p / . 27rntp . 2ixntv-\ 2^/XXpf. znntp . znntp-i\ / n i n , 

= f^ATAsm-r--sm^i-) ( a i 9 ) 
P=I - p 

and 

& = T E A T s i n — - d t (C.20) 
J p = l ^ r P - ' ip- i J 

V A I P / '
 27m*p 2irntp„.i\ fr<ni\ 

= -r^A^(cos^^-cos-^^)- (a21) 

P=I ^ 
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But x{t) can also be obtained directly from its definition as: 

x 
. ^ > 27m 27rnt ^ 2-irnt 2imt 
(*) = 2 ^ — 7 ^ a " s m ~^F~ + z_> ~7F~ n c o s ' 

n=\ 
T ' ^ T 

7 1 = 1 

T 
(C.22) 

Equating coefficients from the two expressions of x(t) given in Equations C.15 and 

C.22 gives the following expressions for an and bn: 

T ^Axp 
an~2^?^~KTp 

2nntr, 
cos T cos 

2imtp-i 
(C.23) 

T ^Axp 
n 2TT%2 ^ Atp 

. 2nntv 2imtv-i 
sm ——-1-- — sm T T 

(C.24) 

Similarly, the integral formulations for the coefficients of the Fourier series expan­

sion for the y projection of the function V(t) (which would be similar to those given 

in Equations C.13 and C.14) can be expressed as: 

K 

Ln. 

dn = 

T ^Ayp 

27r2n2 ?-> At„ 
P=I

 F 

T ^Ayp 

2ir2n2 ^ Atp P=I y 

2irntp 
cos ——— 

T 

2itntv 
sm——--

L T 

27rntp-i~ 
— cos —r— 

T J 

27rnt„_i" 
— sm ——-— 

T J 

Finally, as for the DC components A0 and CQ they are: 

(C.25) 

(C.26) 

A l ^ A z P / 2 2 . cf 
A° ~~ T Z_^ OAT P ~ tp + p p ~~ tp'1' 

P=I
 p 

(C.27) 

where 

C° = T ^ T / v f ^ ~ V"l) + ^(*P ~~ **>-!)' T ^ 2AL, 
P=I ^ 

p - i 
AxT 

P - I 

(C.28) 

(C.29) 
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and 

^ = EA»-^E^, (C30) 
i=i p 3=1 

and 

6 = *i = 0. (C.31) 

The reader is referred to [59] for further explanation of these DC components. 

Since the parametric EFF coefficients are now generated using an algebraic ap­

proach, instead of the integral solutions required previously, computation is simpler 

and much faster. 

C.2.1 Approximating a curve with EFFs 

As with the conventional Fourier series case presented in Section C.l, different levels 

of approximation to a closed contour can be obtained by using different numbers 

of harmonics from the Elliptical Fourier Functions. In general, the truncated EFF 

approximation (or the EFD) of a closed contour based on the first N harmonics can 

be written as: 

. v ^ 2-Knt -s—^ 27rnt 
xN(t) = A0 + } j an cos —— + y j bn sin —jr, (C.32) 

n = l n = l 

and 

t \ ^i sr^ 2irnt v-^ . 2-Knt 
yN{t) = C0 +2^cncos^^ + 2_^dnsm-^^, (C.33) 

n = l n = l 

where n equals the harmonic number, N equals the maximum harmonic number, and 

the coefficients are as specified in Equations C.23, C.24, C.25, C.26, C.27 and C.28. 


