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## Abstract

Kinematic calibration of a robot arm is necessary for the performance of many tasks. The calibration process is frequently a tradeoff between affordability and accuracy. High accuracy calibration frequently requires expensive sensing equipment.

In this thesis, a method is developed to calibrate a robotic arm using minimal sensors. A simulation of the calibration process is developed that shows accurate determination of angular offsets in the robot model. These offsets account for the majority of error in robot movement. This method was performed on two industrial robotic arms: a Fanuc S-420iF and a Motoman MH-180. The joint angle offsets were determined in each case, though accuracy was lower in practice than in simulation.

The method was determined to be viable in order to determine joint angle offsets. With some modifications, it is also viable to determine link twist offsets.
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## Chapter 1

## Introduction

### 1.1 Motivation

As the prevalence of robot use increases, the necessity of calibration measures increases as well. Calibration is a method of reducing the error in a robot's movement without physically modifying the robot. Accuracy and small-scale precision are becoming more important for robotic manipulators. It would be impossible to perform at this level of precision without calibration. Many high precision tasks are now being accomplished with robotic arms [1]. Robotic manipulators can frequently be used for surgical procedures, in which minor errors can severely affect patients [2]. Precision manufacturing (such as small electronics) can also be accomplished with a robotic manipulator. In order to achieve this level of precision, manipulator calibration must be performed.

When manufacturing robots were first intruduced in factories in the 1960s, they were used for simple pick-and-place tasks, with poses that were taught manually. An operator would specify the exact motion the robot would perform, and then that motion would be performed repeatedly. This type of task is easily accomplished without calibration. As robotics became more ubiquitous in factories, more complex and exact motions were required. Manipulator calibration is essential for tasks that require a robot to move to a pose that has not been manually taught, such as any task that requires sensing a location and moving to that location. Calibration is a process by which the accuracy of the robot can be substantially increased by modifying only the software controlling the robot's movement. The goal of a calibration routine is to identify the small differences between the robot's geometry as it is recorded in the controller software and the actual physical dimensions of the robot.

There is typically a balance between expense and accuracy in calibration routines. Very high accuracy is expensive to achieve. The necessary measurement tools can never provide a perfectly accurate picture of the real robot geometry. The precision of measurements will affect the success of the calibration routine, and the accuracy of its results. A very high accuracy measurement, of any length, angle, or other geometric feature of a robot, can be very expensive. Calibration routines typically employ complex mathematics to reduce the necessary amount of measurements without substantially decreasing the accuracy of the calibration routine.

The calibration method discussed in this paper is an attempt to perform a reasonably accurate calibration with a small amount of sensors, and thus a less expensive overall procedure.

### 1.2 Objectives

There are three main objectives in this experiment:

- Use a simulation to verify the chosen method. This method is a modified form of an existing method: the virtual linear constraint [3] (discussed in Subsection ??) with an additional constraint of rotation about this line (discussed in Chapter $3)$.
- Determine a physical setup that will allow for this constraint to be applied. In order to constrain rotational motion about this line, it must be measured. This method is described in Chapter 3.
- Use this setup to perform a calibration routine on a physical robot.


### 1.3 Statement of Originality

To the best of the knowledge of the author the following contributions presented in this thesis stem from original ideas and results.

1. Constraint of rotation about laser line during calibration using a cross-shape laser in place of a typical point-shape laser line.
2. Design of a two-camera assembly to read changes in robot's pose.
3. Design of an image processing algorithm allowing for precise measurement of small changes in position and orientation of a cross shape on an image.
4. Design of a movement pattern used to find robot poses that satisfy a constraint of constant orientation and linear movement.

### 1.4 Thesis Overview

- In Chapter 2, the theory behind robotic arm movement and kinematic calibration are discussed. Methods of calibration are discussed, from simple to complex. The methods upon which much of this thesis is based are identified and described.
- In Chapter 3, the overall experimental method is described. This includes the way in which data will be gathered from the robots, as well as the ways in which camera feedback will be analyzed.
- In Chapter 4, the simulated calibration is described fully. In the simple simulation, sample data is generated automatically to match the desired movement pattern of the robot, and the calibration is performed with this sample data. In the complex simulation, the full process of data gathering is simulated, including each robot movement, and the camera feedback.
- In Chapter 5, modifications to the experimental method given in Chapter 3 are discussed. These are modifications that are not included in the computer simulation. The physical experiment required several modifications to the overall process in order to function correctly.
- In Chapter 6, results are shown. This includes results of the simple and complex simulations, and experimental results. A discussion of these results is provided.
- In Chapter 7, the conclusions of this experiment are presented.


## Chapter 2

## Theory and Literature Review

This chapter provides the necessary background. A review of existing literature on calibration methods is also included. Original contributions are mentioned in context of existing literature, and literature contribution to original work is discussed.

### 2.1 Manipulator Kinematics

In order to calibrate a serial robot, the movement of the robot must be modeled. In this section, the basic kinematics used to represent robot movement will be discussed for the specific robot type on which the calibration is performed.

### 2.1.1 Types of Robotic Manipulators

There are a wide variety of robotic manipulators. While some resemble the structure of a human arm and hand, others may have substantially different structure. Parallel manipulators are supported by multiple kinematic chains [4]. A well-known example of a parallel manipulator is the Gough-Stewart Platform [5], a platform supported by several parallel controllable arms. These may offer higher accuracy [6], but have a smaller workspace and a more complex kinematic model. A serial manipulator has a more convetional form, usually with a shape resembling a human arm. These offer a larger workspace but overall lower accuracy, and lower stiffness [6]. A common type of serial manipulator has six revolute joints, though there are many configurations with different numbers and types of joints. The robots used in this thesis ([7], [8]) are both serial manipulators with six revolute joints. Some manipulators use a hybrid serial-parallel configuration [9], [10] in order to keep the advantages of a parallel
manipulator but extend the available workspace.

### 2.1.2 Joints

A joint is a way of constraining the relative motion between one link of a robot and another. A lower pair is a term used to describe a connection between two bodies which have surface contact relative to each other [11]. In order to accurately represent the movement of a manipulator, the structure of the manipulator needs to be fully described. The structure of a serial manipulator is a sequence of links connected by joints. There are a variety of different types of joints, with varying degrees of freedom. The two most common joint types are revolute joints and prismatic joints, each with a single degree of freedom. A revolute joint allows rotation about a single axis. A prismatic joint allows translation along a specific axis. Both of these are illustrated in Figure 2.1 (modified from [12]).
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Figure 2.1: The Six Possible Lower Pairs

There are six types of lower pairs in total, with varying degrees of freedom, though the remaining four will not be discussed here. The robots used in this thesis have only revolute joints.

### 2.1.3 Attachment of Reference Frames to Links

The most commonly used representation of robot geometry, as created by Denavit \& Hartenberg [13] involves attaching a reference frame to each link of the robot and using certain parameters to describe the relative position of these reference frames. For each link on the robot, there is a reference frame, attached in a specific position to describe the movement of the joint between the link and the surrounding links. The modified method for attaching these frames for a given link (link i) is given below. This procedure is as described by Craig [11]. The difference between the original and modified methods is described in Subsection 2.1.5

- The reference frame is attached rigidly to link i (i.e. the reference frame will move with the link)
- $\hat{Z}_{i}$ is placed such that it corresponds with the axis of rotation of the joint between link i and link i-1.
- The origin of the frame is placed at the intersection of $\hat{Z}_{i}$ and $\hat{X}_{i-1}$.
- $\hat{X}_{i}$ is placed along the common normal between $\hat{Z}_{i}$ and $\hat{Z}_{i+1}$ (or, normal to the plane created by $\hat{Z}_{i}$ and $\hat{Z}_{i+1}$, should they intersect)
- $\hat{Y}_{i}$ is placed following the right-hand rule, once $\hat{Z}_{i}$ and $\hat{X}_{i}$ have been placed.

A depiction of the frame attachment for an arbitrary link is shown in Figure 2.2.

### 2.1.4 Denavit-Hartenberg Parameters

Once the reference frames for each joint have been assigned, the structure and position of the robot can be described entirely through a set of parameters. These are known as Denavit-Hartenberg parameters (or simply DH parameters), of which there are 24 total for a six-axis serial arm [13]. For each link, there are four parameters. The definition of these parameters is given below:

- Link Length $\left(a_{i}\right)$ : The distance from $\hat{Z}_{i}$ to $\hat{Z}_{i+1}$, along $\hat{X}_{i}$.
- Link Offset $\left(d_{i}\right)$ : The distance from $\hat{X}_{i-1}$ to $\hat{X}_{i}$, along $\hat{Z}_{i}$.
- Link Twist $\left(\alpha_{i}\right)$ : The angle from $\hat{Z}_{i}$ to $\hat{Z}_{i+1}$, about $\hat{X}_{i}$.


Figure 2.2: DH parameters and Reference Frame Attachment on a Link

- Joint Angle $\left(\theta_{i}\right)$ : The angle from $\hat{X}_{i-1}$ to $\hat{X}_{i}$, about $\hat{Z}_{i}$.

The parameters are used to fully describe the position and orientation of each reference frame relative to the previous reference frame. An example of these parameters on a link is given in Figure 2.2. During the operation of the robot, movement is made by rotating the joints. This changes the joint angles $(\theta)$. The other 3 parameters ( $\mathrm{a}, \mathrm{d}$, and $\alpha$ ) are inherent in the construction of the robot, and ideally would remain constant for each link. In practice, there can be some variation in these parameters, which will be discussed further in Subsection 2.2.4.

### 2.1.5 Variation in DH Parametrizations

There are several variants of the DH parameter notation in use. The original notation given in [13] was developed primarily for use in single closed loop mechanisms (a closed loop mechanism is one such that the last link and the first link are connected to each other, forming a loop). Modified versions are better designed to work for an open loop mechanism such as a robot arm. These are referred to as modified DH parameters. All of the notation presented here uses modified DH parameters. A comparison of the original DH notation and two forms of modified DH parameters can be found in [14], including distal and proximal variants. The proximal variant is the form used here. "Distal" and "proximal" here describe the placement of the reference frames on links. The distal variant places frame i on the distal end of link i (where link i meets link $\mathrm{i}+1$ ) and the proximal variant places frame i at the proximal end of link i (where link i meets link i-1). The primary advantage of the proximal variant is transparency. The parameters for link i are measured along the axes of frame i. In the original DH notation and the distal variant, some parameters are measured along axes of the previous joint. A disadvantage of the proximal variant is the use of multiple indices in calculating the position of the next reference frame. The values used in determining the transformation from frame i-1 to frame i are: $\theta_{i}, d_{i}, \alpha_{i-1}$, and $a_{i-1}$. In the original and distal variant, the required values would be $\theta_{i}, d_{i}, \alpha_{i}$, and $a_{i}$. These transformations are discussed in detail in Subsection 2.1.6.

### 2.1.6 Forward Kinematics

The method for determining a reference frame transformation, from the base frame to the end effector reference frame, is referred to as forward kinematics. The process
of forward kinematics takes the known DH parameters of a specific robot at a specific position, and uses them to calculate the position and orientation of the robot's end effector, usually in world frame coordinates. A set of transformation matrices is calculated, each one representing the transformation from one reference frame to the next. The transformation from frame i-1 to frame i is represented by ${ }_{i}^{i-1} A .{ }_{i}^{i-1} A$ can be calculated from DH parameters using Equation 2.1. (Note that here c and s are used as abbreviations for $\cos$ and $\sin$ ).

$$
{ }_{i}^{i-1} A=\left[\begin{array}{cccc}
c \theta_{i} & -s \theta_{i} & 0 & a_{i-1}  \tag{2.1}\\
s \theta_{i} c \alpha_{i-1} & c \theta_{i} c \alpha_{i-1} & -s \alpha_{i-1} & -s \alpha_{i-1} d_{i} \\
s \theta_{i} s \alpha_{i-1} & c \theta_{i} s \alpha_{i-1} & c \alpha_{i-1} & c \alpha_{i-1} d_{i} \\
0 & 0 & 0 & 1
\end{array}\right]
$$

For a robot with six joints, this will yield six matrices which, when multiplied together, form a transformation matrix from the base frame to the reference frame attached to the robot's end effector, as shown in Equation 2.2. There may, in some cases, be an additional transformation matrix to account for a specific tool attached to the robot's arm $\left(A_{\text {tool }}\right)$. $A_{\text {tool }}$ is specific to the tool attached and remains constant throughout the process of moving the robot.

$$
\left[\begin{array}{cccc}
T_{11} & T_{12} & T_{13} & T_{14}  \tag{2.2}\\
T_{21} & T_{22} & T_{23} & T_{24} \\
T_{31} & T_{32} & T_{33} & T_{34} \\
0 & 0 & 0 & 1
\end{array}\right]=T={ }_{1}^{0} A *{ }_{2}^{1} A *{ }_{3}^{2} A *{ }_{4}^{3} A *{ }_{5}^{4} A *{ }_{6}^{5} A * A_{\text {tool }}
$$

The position of the end effector, in base frame coordinates, is given by Equation 2.3.

$$
\left[\begin{array}{l}
X  \tag{2.3}\\
Y \\
Z
\end{array}\right]=\left[\begin{array}{c}
T_{14} \\
T_{24} \\
T_{34}
\end{array}\right]
$$

The orientation of the end effector is also embedded in $T$. The orientation is
usually expressed using 3 angles, W, P, and R, where the top left $3 \times 3$ submatrix of T is the product of 3 elemental rotation matrices, as expressed in Equation 2.4, for example.

$$
\left[\begin{array}{lll}
T_{11} & T_{12} & T_{13}  \tag{2.4}\\
T_{21} & T_{22} & T_{23} \\
T_{31} & T_{32} & T_{33}
\end{array}\right]=R z(R) * R y(P) * R z(W)
$$

Where Rx, Ry, and Rz are basic 3-dimensional rotation matrices. Note that these equations use "atan2", a function available in many programming languages, including MATLAB (which was used here). This function calculates the four-quadrant inverse tangent, which accounts for the sign of the inputs to determine the result.

To find the values of WPR from T, Equations 2.5, 2.6, and 2.7 can be used.

$$
\begin{gather*}
P=\operatorname{atan} 2\left(-T_{31}, \sqrt{T_{11}^{2}+T_{21}^{2}}\right)  \tag{2.5}\\
W=\operatorname{atan} 2\left(\frac{T_{32}}{\cos (P)}, \frac{T_{33}}{\cos (P)}\right)  \tag{2.6}\\
R=\operatorname{atan} 2\left(\frac{T_{21}}{\cos (P)}, \frac{T_{11}}{\cos (P)}\right) \tag{2.7}
\end{gather*}
$$

This gives the final result of the forward kinematics. Starting with 18 parameters describing the robot's structure ( $a, d$, and $\alpha$ values), the tool transformation matrix $\left(A_{\text {tool }}\right)$, and the six joint angles $(\theta)$, the final position and orientation of the robot is determined (X,Y,Z,W,P,R).

### 2.1.7 Inverse Kinematics

Inverse kinematics is the process through which we determine the set of joint angles which will place the end effector at a specific position and orientation. This is the inverse of the forward kinematics. The known values are the 18 parameters describing the robot's structure ( $a, d$, and $\alpha$ values), the tool transformation matrix ( $A_{\text {tool }}$ ), and the desired end effector position and orientation (X Y Z W P R). The result of this computation will be the six joint angles $(\theta)$ required to place the end effector at this position and orientation.

The inverse kinematics for serial manipulators is substantially more mathematically complex than the forward kinematics. For any given end effector position, there will not necessarily be a single correct set of joint angles. For a robot with six revolute joints, there may be up to sixteen different solutions for a given pose [11]. There may also be no solution.

The general solution to this problem for a robot with six revolute joints is quite complex. Various complex methods exist for solving the general inverse kinematics, such as [15], [16]. However, certain special cases exist that allow for simplified solutions. The robots used here have a specific structure in which the last 3 joint axes intersect in a single point, referred to as the "wrist" point. For this special case, a simplified solution was created by Pieper [17]. The equations presented here are a modified version of those presented in [11].

The T matrix for the whole system must be calculated from the position and orientation (X Y Z W P R). This can be done using Equations 2.3 and 2.4 in Subsection 2.1.6. In this case, the T matrix is modified to exclude $A_{\text {tool }}$, as shown in Equation 2.8:

$$
\begin{equation*}
T=T_{\text {actual }} * A_{\text {tool }}^{-1} \tag{2.8}
\end{equation*}
$$

From this new T matrix, the end effector's XYZ position $\left(p_{e e}\right)$ can be taken as in Equation 2.3. Following this, the wrist point ( $p_{\text {wrist }}$ ) is calculated using Equation 2.9:

$$
\begin{equation*}
p_{\text {wrist }}=p_{e e}-d_{6} * T_{z} \tag{2.9}
\end{equation*}
$$

where $d_{6}$ is the offset of the last link, and $T_{z}$ is the z column of the rotation matrix in T (the first 3 entries of the third column of T ).

The first angle, $\theta_{1}$, is found simply using Equation 2.10:

$$
\begin{equation*}
\frac{p_{\text {wrist }, X}}{p_{\text {wrist }, Y}}=\frac{\cos \left(\theta_{1}\right)}{\sin \left(\theta_{1}\right)} \tag{2.10}
\end{equation*}
$$

Next, the calculation for $\theta_{3}$ is performed. It is more complex and requires several equations. First, the squared magnitude of the wrist position is calculated in Equation 2.11. Following this, the possible values of $\theta_{3}$ are the solutions to Equation 2.12, which depends on k values and f values given in Equations 2.13 and 2.14:

$$
\begin{gather*}
r=p_{\text {wrist }, X}^{2}+p_{\text {wrist }, Y}^{2}+p_{\text {wrist }, Z}^{2}  \tag{2.11}\\
\frac{\left(r-k_{3}\right)^{2}}{4 a_{1}^{2}}+\frac{\left(p_{\text {wrist }, Z}-k_{4}\right)^{2}}{\sin ^{2} \alpha_{1}}=k_{1}^{2}+k_{2}^{2}  \tag{2.12}\\
k_{1}=f_{1}+a_{2} \\
k_{2}=\sin \left(\alpha_{2}\right) f_{3}-\cos \left(\alpha_{2}\right) f_{2}  \tag{2.13}\\
k_{3}=f_{1}^{2}+f_{2}^{2}+f_{3}^{2}+a_{1}^{2}+a_{2}^{2}+2 f_{1} a_{2} \\
k_{4}=f_{2} \cos \left(\alpha_{1}\right) \sin \left(\alpha_{2}\right)+f_{3} \cos \left(\alpha_{1}\right) \cos \left(\alpha_{2}\right) \\
f_{1}=\sin \left(\theta_{3}\right) \sin \left(\alpha_{3}\right) d_{4}+a_{3} \cos \left(\theta_{3}\right) \\
f_{2}=a_{3} \sin \left(\theta_{3}\right)-\cos \left(\theta_{3}\right) \sin \left(\alpha_{3}\right) d_{4}  \tag{2.14}\\
f_{3}=\cos \left(\alpha_{3}\right) d_{4}+d_{3}
\end{gather*}
$$

Combining these f and k values in Equation 2.12 produces a large equation which relies on $\theta_{3}$, but not on any of the other joint angles.

At this point, the calculation for $\theta_{2}$ is performed. Only Equation 2.15 is required here. This equation is solved using all possible values of $\theta_{1}$ and $\theta_{3}$, to get all possible
sets of the first 3 joint angles.

$$
\begin{align*}
P_{\text {wrist }, y}= & \left(\left(\sin \left(\theta_{1}\right) \cos \left(\theta_{2}\right)+\cos \left(\theta_{1}\right) \cos \left(\alpha_{1}\right) \sin \left(\theta_{2}\right)\right) \cos \left(\theta_{3}\right)+\left(-\sin \left(\theta_{1}\right) \sin \left(\theta_{2}\right) \cos \left(\alpha_{2}\right)\right.\right. \\
& \left.\left.+\cos \left(\theta_{1}\right) \cos \left(\alpha_{1}\right) \cos \left(\theta_{2}\right) \cos \left(\alpha_{2}\right)-\cos \left(\theta_{1}\right) \sin \left(\alpha_{1}\right) \sin \left(\alpha_{2}\right)\right) \sin \left(\theta_{3}\right)\right) a_{4} \\
& +\left(\left(\sin \left(\theta_{1}\right) \cos \left(\theta_{2}\right)+\cos \left(\theta_{1}\right) \cos \left(\alpha_{1}\right) \sin \left(\theta_{2}\right)\right) \sin \left(\theta_{3}\right) \sin \left(\alpha_{3}\right)\right. \\
& -\left(-\sin \left(\theta_{1}\right) \sin \left(\theta_{2}\right) \cos \left(\alpha_{2}\right)+\cos \left(\theta_{1}\right) \cos \left(\alpha_{1}\right) \cos \left(\theta_{2}\right) \cos \left(\alpha_{2}\right)\right. \\
& \left.-\cos \left(\theta_{1}\right) \sin \left(\alpha_{1}\right) \sin \left(\alpha_{2}\right)\right) \cos \left(\theta_{3}\right) \sin \left(\alpha_{3}\right)+\left(\sin \left(\theta_{1}\right) \sin \left(\theta_{2}\right) \sin \left(\alpha_{2}\right)\right. \\
& \left.\left.-\cos \left(\theta_{1}\right) \cos \left(\alpha_{1}\right) \cos \left(\theta_{2}\right) \sin \left(\alpha_{2}\right)-\cos \left(\theta_{1}\right) \sin \left(\alpha_{1}\right) \cos \left(\alpha_{2}\right)\right) \cos \left(\alpha_{3}\right)\right) d_{4} \\
& +\left(\sin \left(\theta_{1}\right) \cos \left(\theta_{2}\right)+\cos \left(\theta_{1}\right) \cos \left(\alpha_{1}\right) \sin \left(\theta_{2}\right)\right) a_{3} \cos \left(\theta_{3}\right) \\
& +\left(-\sin \left(\theta_{1}\right) \sin \left(\theta_{2}\right) \cos \left(\alpha_{2}\right)+\cos \left(\theta_{1}\right) \cos \left(\alpha_{1}\right) \cos \left(\theta_{2}\right) \cos \left(\alpha_{2}\right)\right. \\
& \left.-\cos \left(\theta_{1}\right) \sin \left(\alpha_{1}\right) \sin \left(\alpha_{2}\right)\right) a_{3} \sin \left(\theta_{3}\right)+\left(\sin \left(\theta_{1}\right) \sin \left(\theta_{2}\right) \sin \left(\alpha_{2}\right)\right. \\
& \left.-\cos \left(\theta_{1}\right) \cos \left(\alpha_{1}\right) \cos \left(\theta_{2}\right) \sin \left(\alpha_{2}\right)-\cos \left(\theta_{1}\right) \sin \left(\alpha_{1}\right) \cos \left(\alpha_{2}\right)\right) d_{3} \\
& +\sin \left(\theta_{1}\right) a_{2} \cos \left(\theta_{2}\right)+\cos \left(\theta_{1}\right) \cos \left(\alpha_{1}\right) a_{2} \sin \left(\theta_{2}\right)-\cos \left(\theta_{1}\right) \sin \left(\alpha_{1}\right) d_{2} \\
& \sin \left(\theta_{1}\right) \tag{2.15}
\end{align*}
$$

This should result in a set of all possible values of $\theta_{1}, \theta_{2}$, and $\theta_{3}$. There may be no possible combinations, in which case the pose is not reachable by the robot. There may be a single combination. There may also be multiple combinations, in which case it will be necessary to determine which one is the most well-suited to the task.

Once all possible sets of the first 3 joint angles have been determined, then the final 3 joint angles are relatively simple to determine. This is done by splitting the transformation matrix, T , into two parts. Equation 2.16 shows two transformation matrices, $T_{a}$, which accounts for the first 3 joints, and $T_{b}$, which accounts for the last 3 joints.

$$
\begin{align*}
& T_{a}=A_{1} A_{2} A_{3} \\
& T_{b}=A_{4} A_{5} A_{6} \tag{2.16}
\end{align*}
$$

The value of T has been calculated initially (in Equation 2.8). For each set of $\theta_{1}$, $\theta_{2}$, and $\theta_{3}$, we are able to calculate $T_{a}$, using Equation 2.1 to calculate the A matrices. This allows us to calculate $T_{b}$, as in Equation 2.17.

$$
\begin{equation*}
T_{b}=\left(T_{a}\right)^{-1} * T \tag{2.17}
\end{equation*}
$$

Given the nature of the wrist point, each of the last 3 joints contributes in a predictable way to the orientation of the tool frame. The values of $\theta_{4}, \theta_{5}$, and $\theta_{6}$ are then able to be determined using Equations 2.18, 2.19, and 2.20.

$$
\begin{gather*}
\theta_{5}=\operatorname{atan} 2\left(\sqrt{\left(T_{b, 31}\right)^{2}+\left(T_{b, 32}\right)^{2}},-T_{b, 33}\right)  \tag{2.18}\\
\theta_{4}=\operatorname{atan} 2\left(\frac{T_{b, 32}}{\sin \left(\theta_{5}\right)}, \frac{T_{b, 31}}{\sin \left(\theta_{5}\right)}\right)  \tag{2.19}\\
\theta_{4}=\operatorname{atan} 2\left(\frac{T_{b, 23}}{\sin \left(\theta_{5}\right)}, \frac{T_{b, 13}}{\sin \left(\theta_{5}\right)}\right) \tag{2.20}
\end{gather*}
$$

The result of this calculation is all possible sets of six joint angles that will allow the robot to reach the given tool position and orientation. If multiple possibilities are found, one must be selected. In the case of small movements, a good choice may be the set of joint angles which are closest in value to the angles of the previous pose.

### 2.2 Calibration

Calibration is a process through which the accuracy of a robot's movement can be substantially enhanced. In this section, the use of calibration and the conventional methods for calibration of a conventional serial robot arm are described.

### 2.2.1 Effect of Calibration

The kinematic equations presented above in Section 2.1 are able to mathematically describe the movement of a robot arm. In practice, there are many factors which can affect the accuracy of the results. Calibration is a process that can reduce some of these factors substantially, and increase the accuracy of the robot, using changes in software rather than physical changes to the robot.

In order to control a robot arm, a mathematical model of the arm must be used. The accuracy of movements depends on how closely the mathematical model represents the actual motion of the robot arm. The model described in Section 2.1 describes a "perfect" robot: joint lengths, offsets, and joint twist all manufactured exactly to
specifications, and all joints able to be moved to exact angles, unaffected by any errors in movement. In practice, a robot arm will be affected by all of these things. The calibration process aims to determine how these errors affect robot movement and change the model to better reflect the physical structure of the robot.

In [18], three levels of calibration are identified. Level 1 focuses on joint angles, Level 2 on the entire kinematic model, and Level 3 on the kinematic model as well as other factors.

### 2.2.2 Joint Angle Errors and Link Errors

Most of the error in a robot's pose is usually found in the joint angle offset values. The joint angle that a robot will record in its controller software is usually inaccurate, by a predictable amount. The error between the actual joint angle and the controllerrecorded joint angle will remain relatively consistent, and this value is known as the joint angle offset, $\delta \theta$. Judd and Knasinski [19] found that joint angle offsets account for $90 \%$ of the root-mean-square (RMS) error of a robot's pose. As such, determining the values $\delta \theta$ for each joint can reduce error by approximately $90 \%$.

Link error is similar to joint error in that we are looking for offsets. These are offsets in the remaining DH parameter values: $\alpha, a$, and $d$. These values account for error in manufacturing of the links and deformation over time. This error accounts for about $5 \%$ of the RMS error of a robot's pose [19]. The remaining $5 \%$ is due to non-geometric error, discussed in Subsection 2.2.4.

### 2.2.3 Repeatability and Accuracy

In order to describe how accurately a robot is able to perform tasks, two different measures are used, repeatability and accuracy. These two measures are described well in [20].

The repeatability of a robot describes how closely a robot can return to a taught pose. Repeatability is expressed in units of length. A robot is moved to a given pose, this pose is recorded in the controller, and then after some additional task, the robot is returned to this recorded pose. The pose to which the robot returns will be within a certain distance of the initial pose. For example, a robot with a repeatability of 30 $\mu \mathrm{m}$ will be able to return to within $30 \mu \mathrm{~m}$ of the initial pose. Because the robot is moving to a known pose, repeatability does not depend on the offset errors discussed
in Subsection 2.2.2. Many of the tasks that a robot arm is designed to perform are simple and repetitive, for instance, picking up and object in one location and placing it another, a "pick and place" task, or moving its tool along a known path. In these cases, the exact poses needed for the task are taught in advance. Thus, the repeatability is the only value that will affect these tasks.

The accuracy of a robot describes how closely the robot can move to a new pose in its workspace which has not been taught, but rather computed by the controller. An example task would be to move a robot's end effector to a specific point or along a specific path defined in the world coordinate system, without accurately teaching these positions in advance. In order to perform this task, the exact set of joint angles required for each pose in this path must be calculated. These sets of joint angles will depend on accurately knowing the actual values of the DH parameters. As such, offset error in the DH parameters can have a substantial effect on these tasks. In this thesis, accuracy, like repeatability, is expressed in units of length. It is defined as the maximum distance between the desired end effector position and the actual end effector position. A low accuracy value is well-suited to tasks in which the robot moves more autonomously: it is able to determine where it should move to and then make that movement.

If the joint angle errors and link errors were determined perfectly, then the repeatability and accuracy of a robot arm would be equal. The only error remaining in the robot's movement would be nongeometric.

### 2.2.4 Nongeometric Error

As mentioned in Subsection 2.2.2, offsets in joints and link properties account for approximately $95 \%$ of the total RMS error in the system. The remaining $5 \%$ is caused by nongeometric factors. As nongeometric errors are not considered in this analysis, only a brief description of possible sources of error is given here. Nongeometric error can come from many different sources, with each source contributing only minute parts of the total error. Nongeometric errors will affect the repeatability of a robot as well as its accuracy. Modeling error that is nongeometric can be more difficult than modeling geometric errors, as it frequently depends on external factors.

Thermal error can have a substantial effect on the repeatability of a robot. Changes in temperature can cause expansion and contraction in links, changing the overall structure of the robot. A robot working in a typical environment will have a
"warm up" period as the movement of the robot's motors warms up the nearby links. Leitner et al. [?] analyzed the repeatability of a robot and its warm up period. The warm up period was 500 minutes, and the fully warmed-up robot had a repeatability value of 0.02 mm , a tenfold decrease from the repeatability value obtained when this warm-up period was neglected ( 0.2 mm ). This is in an environment of overall constant temperature. Some robots must operate in environments with significantly varying temperatures. Reducing thermal error can be done with a temperature sensor and a predictive model, as in [21].

In addition to thermal error, link shape may change due to heavy loads on the robot arm. The structure of a serial robot has several beam-like links in order. A heavy load placed at the end of the arm can cause bending in the links. This deflection will change dynamically as the robot moves. [22] Joints frequently have some backlash. Given the same target angle, a specific joint may arrive at slightly different locations depending on what direction the joint is rotating from. This is caused by backlash, inherent in the construction of the joint. Complex methods exist to model joint backlash [23]. Age may cause wear on robotic components, which can introduce additional error [24]

### 2.3 Methods of Calibration

There are many existing calibration methods. These methods vary in cost, accuracy, complexity, measurement methods, and processing of calibration data. Some known methods are included in this section.

These methods are generally split into two types: measuring the robot's position accurately (Subsection ??), or constraining the robot's position in some way (Subsection ??). These are called "open loop" and "closed loop" methods: methods in which the end effector can move freely, and methods in which the end effector is constrained, as if an additional joint were included between the end effector and the ground. Both methods require some way of accurately reading the pose of the robot. These measurements can be difficult to collect and require a trained operator and specific equipment [25].

An open loop method will require collecting a set of pose data: moving the robot to a given pose, recording the controller's joint angles, and recording either complete or partial pose measurements for each pose. A closed loop method will require moving
the robot to a set of various poses, all of which satisfy some constraint, and then recording the controller's joint angles at each pose.

### 2.3.1 Manual Joint Mastering with Indicators

This is the simplest method of calibration available. It is a closed loop method in which the joint angles of the robot are constrained. In this method, a certain position of the robot is known, in which some part of a link will align in some way with a part of the next link at a given joint angle. The operator of the robot will move that joint until these indicators are correctly aligned and then record that joint angle. The measured alignment can be dependent on the actual geometry of the link, or can be measured with specific indicator markings applied to the link. [18] The results of this process are very inaccurate compared with more complex calibration methods, as it relies on the operator judging the position of the robot simply by looking, and uses a single pose. The results may be further affected by additional problems, such as indicator marks being painted over, removed, or moved and incorrectly replaced. As such, this is considered a very rough calibration method for work that does not require high accuracy. This method is recommended in robot operation manuals [26].

### 2.3.2 Manual Joint Mastering with Precise Measurement

This is a closed loop method which involves moving the robot accurately to a single pose using a constructed jig with dial gauges. This method is also recommended in robot operation manuals [26]. In this method, a jig must be accurately manufactured and attached to the robot arm. Dial gauges on the jig are able to measure small differences in angle, allowing an operator to adjust the robot pose until it matches the desired reference pose. This process allows for greater precision than using indicator marks, as it involves precise measurement of angles rather than having the robot operator judge by sight. However, the results are only as precise as the jig itself, so this jig must be manufactured with very high precision. Only a single pose is measured in this method.

### 2.3.3 Full Pose Measurement

In an open loop method, the pose of the robot is measured either fully or partially. Ideally, the pose would be fully measured as this provides the maximum amount of
information with which to perform calibration. However, in practice partial measurement methods may be substantially more efficient. Most open loop methods use some form of partial measurement. The full pose of the robot is expressed in six variables: three for position and three for orientation. The method described in [27] uses a coordinate measuring machine (CMM) to measure the full pose of the robot.The procedure for measuring both the position and orientation variables involved a precision-manufactured tool attached to the robot end effector with several targets for the CMM to measure. In this case, the targets were five balls attached in a known configuration. Depending on the position of the end effector in the CMM's workspace, three to four of these balls were able to be measured. By measuring the position of all possible balls, the pose of the robot was measured. The ability to precisely measure the entire pose of the robot simplifies the calibration process. Calibration is done by comparing the actual measured pose of the robot with the pose stored in the robot controller over a number of poses. The technique described in [28] uses a CMM to position a calibration board. Calibration is performed by observing this board using a CCD camera mounted on the robot's end effector. A similar technique is used in [29], which is discussed further in Subsection 2.3.4 The technique described in [30] uses an ultrasonic range sensor. The sensor array used in this case has several sound emitters and several microphones. Distance between these is measured using the time-of-flight of an ultrasonic wave: by measuring the time difference between the emitter sending the ultrasonic wave and the microphone hearing it, distance can be measured accurately. This system must account for fluctuations in temperature and air pressure which can affect the local speed of sound. A complete sensor array is constructed using three microphones and several sound emitters. These sound emitters are placed in known locations in the base frame and also on specific links of the robot in order to measure the pose.

### 2.3.4 Relative Measurements

Using relative measurements is also an open loop method of calibration. Like using absolute measurements, this system may measure all of some of the robot's pose variables. However, these pose variables are not measured in the world coordinate system. Instead, each measurement is taken relative to the previous pose measurement. Relative position calibration measures the change in position between a pose
and a reference pose. The technique in [31] uses a ruler to measure position differences. Relative measurements are taken by comparing photos taken of the ruler at different poses as the robot moves. A similar method is described in [32], in which a camera mounted on the robot's end effector measures the position along a precisionmanufactured ruler or straight edge. Additionally, a stereo laser system is used to measure the distance from the straightedge to the tool. In [29], both relative position and orientation are measured. This is done using a camera mounted on the robot's end effector and a reference object that can be recognized easily by analyzing the images from this camera. In this case, the object is a chess board. Another system using relative measurements is [33]. This system uses a metallic grid and a laser distance sensor. The laser distance sensor is mounted on the robot and can sense the distance towards the grid plate with high precision. Additionally, the laser allows for the position on the grid plate to be measured, though not with the same high level of accuracy as the distance.

Once the relative pose measurements have been taken, the calibration can be performed using a Jacobian matrix and singular value decomposition (SVD). This process is well described in [34].

The system is represented with Equation 2.21

$$
\begin{equation*}
\Delta x=J_{r e l} \Delta \zeta \tag{2.21}
\end{equation*}
$$

Where $J_{\text {rel }}$ is the relative Jacobian, and $\Delta x$ is the measure of relative position and orientation. For each point other than point $1, \Delta x$ is the $i$ th relative pose (the difference between pose i and a refence pose). It is shown in Equation 2.22.

$$
\Delta x_{i}=\left[\begin{array}{c}
\Delta x_{i}  \tag{2.22}\\
\Delta y_{i} \\
\Delta z_{i} \\
\Delta w_{i} \\
\Delta p_{i} \\
\Delta r_{i}
\end{array}\right]
$$

Results of this equation are stacked to produce a single vector of length $6(n-1)$
(where n is the total number of points).
The Jacobian is calculated for all points. It is composed of partial derivatives measuring the effect of changing any one parameter on the overall equation. There are 24 total partial derivatives for each point (six each for the joint angles, joint twists, link lengths, and link offsets). For any given parameters (for example, the joint angles) the Jacobian is calculated using Equation

$$
J_{\theta}=\left[\begin{array}{llllll}
\frac{\delta x}{\delta \theta_{1}} & \frac{\delta x}{\delta \theta_{2}} & \frac{\delta x}{\delta \theta_{3}} & \frac{\delta x}{\delta \theta_{4}} & \frac{\delta x}{\delta \theta_{5}} & \frac{\delta x}{\delta \theta_{6}}  \tag{2.23}\\
\frac{\delta y}{\delta \theta_{1}} & \frac{\delta y}{\delta \theta_{2}} & \frac{\delta y}{\delta \theta_{3}} & \frac{\delta y}{\delta \theta_{4}} & \frac{\delta y}{\delta \theta_{5}} & \frac{\delta y}{\delta \theta_{6}} \\
\frac{\delta z}{\delta \theta_{1}} & \frac{\delta z}{\delta \theta_{2}} & \frac{\delta z}{\delta \theta_{3}} & \frac{\delta z}{\delta \theta_{4}} & \frac{\delta z}{\delta \theta_{5}} & \frac{\delta z}{\delta \theta_{6}} \\
\frac{\delta w}{\delta \theta_{1}} & \frac{\delta w}{\delta \theta_{2}} & \frac{\delta w}{\delta \theta_{3}} & \frac{\delta w}{\delta \theta_{4}} & \frac{\delta w}{\delta \theta_{5}} & \frac{\delta w}{\delta \theta_{6}} \\
\frac{\delta p}{\delta \theta_{1}} & \frac{\delta p}{\delta \theta_{2}} & \frac{\delta p}{\delta \theta_{3}} & \frac{\delta p}{\delta \theta_{4}} & \frac{\delta p}{\delta \theta_{5}} & \frac{\delta p}{\delta \theta_{6}} \\
\frac{\delta r}{\delta \theta_{1}} & \frac{\delta r}{\delta \theta_{2}} & \frac{\delta r}{\delta \theta_{3}} & \frac{\delta r}{\delta \theta_{4}} & \frac{\delta r}{\delta \theta_{5}} & \frac{\delta r}{\delta \theta_{6}}
\end{array}\right]
$$

Each of these partial derivatives must be solved using any symbolic math software. This allows us to calculate the numerical value of the Jacobian directly using the parameter values at any point, without performing a derivation each time.

The full Jacobian matrix of any point is given in Equation 2.24.

$$
J_{i}=\left[\begin{array}{llll}
J_{\theta} & J_{\alpha} & J_{a} & J_{d} \tag{2.24}
\end{array}\right]
$$

The relative Jacobian of a point other than point 1 is given in Equation 2.25

$$
\begin{equation*}
J_{r e l, i}=J_{i}-J_{1} \tag{2.25}
\end{equation*}
$$

And the full Jacobian matrix is constructed by stacking the relative Jacobian of every point other than point 1 . The final size of this matrix is $6(n-1) \times 24$.

In this case, we have more equations than unknowns, and a least squares approximation must be performed using singular value decomposition. The results of this are estimates of all 24 error offsets.

SVD is a technique used to solve a linear least-squares problem [35]. In this case, by taking many pose measurements, we have an overdetermined system, and thus the solution will be a linear least-squares approximation. Functions to perform SVD are frequently included in mathematical software, (such as in Matlab's optimization
toolbox). This will take $J_{\text {rel }}$ and decompose into 3 matrices: $U, S$, and $V$. In this way, the pseudo-inverse of $J_{\text {rel }}$ which gives a least-square approximation of this overdetermined system is given by:

$$
\begin{equation*}
J^{+}=(V)\left(S^{-1}\right)\left(U^{T}\right) \tag{2.26}
\end{equation*}
$$

Given that $S$ is a diagonal matrix, the inverse of $S$ can be calculated easily. Each diagonal element in $S^{-1}$ is simply the inverse of that element in $S$. However, values of $S$ that are near zero must be eliminated as they contribute to substantial error [31].

The result of this is an approximation of the inverse of the Jacobian matrix given in Equation 2.21, which allows for a solution to that equation, to find the error values for each parameter.

### 2.3.5 Measurement using Theodolites

One measuring technique frequently used to determine end-effector position is the use of theodolites. These were originally used as surveying tools as early as the 1500s, and modern versions allow for high precision measurement [36]. A basic theodolite consists of a telescope mounted in such a way that it can be adjusted in a horizontal or vertical direction, and the angle of the telescope can be very accurately measured. When the telescope is pointed at a distant object, these angles allow us to accurately measure the exact direction to that object. While typical theodolites used for surveying are designed to measure distant objects, the concept can also be used to measure closerrange objects such as the poses of a robot in its workspace. These are automatic theodolites, which do not require manual adjustment. A method is described in [37] in which a combination theodolite and vision system is used to determine the line of sight to an target object on the robot's end effector to measure the pose. The rotation of the theodolite is low resolution, and so must be combined with the attached vision system to provide precise angle measurements. The target object is illuminated in order to be seen easily. In this way, a partial pose measurement is taken. This theodolite and vision system must itself be calibrated in order for precise measurements to be taken [38]. A different method using theodolites is described in [39]. This measurement uses triangulation combined with an interferometer to determine full position measurements. Two theodolites are used, and therefore the intersection of the two lines of sight must be the object. The accuracy of triangulation
depends on precision knowledge of the position of each theodolite, thus calibration must be performed on the measurement system as well. The method described in [40] is similar to this, although it uses two automatic laser tracking interferometers.

### 2.3.6 Fixed Pose Closed Loop Methods

While measuring the position of the end effector in space is very useful for calibration, it is not always possible or efficient to have a full measurement system. Closed loop systems rely on constraining the motion of the robot in some predictable way in space. With this constraint applied, the robot, which on its own is an open kinematic chain, can be treated as a closed kinematic chain. In many cases, motion can be very precisely constrained with mininal sensing equipment when compared with the open loop methods discussed above. Calibration can be performed using many different types of constraints. The simplest constraint is a completely fixed end point [41]. While this completely restricts the motion of a typical 6 degree-of-freedom robot, it is useful in the calibration of "redundant" robots - those with additional links. This can also be used to model two manipulators attached together at the end as a single closed kinematic chain. For a 6 degree-of-freedom robot a less restrictive constraint is required so that many different poses can be selected. One type of constraint is a peg attached to the end effector must be inserted into various holes in known locations. The system in [42] uses a precision manufactured metal dime with several holes in it. The location of these holes relative to each other is well known. This gives several possible positions for the robot, and additionally constains the orientation, although not completely, as the robot is still able to rotate about the axis of the peg. A similar system is given in [41], in which the robot's motion is described as "opening a door", free to rotate in only one axis. These systems constrain 5 degrees of freedom, leaving the robot free to rotate in one axis only. The system in [43] uses a similar constructed object, a "calibration cube", with many possible holes. However, this system uses a tool with two pegs which must be simultaneously inserted into adjacent holes. This prevents rotation about the peg axis, resulting in a system of many possible poses, each fully constrained (fixed in position and orientation). The method described in [44] uses a much more complex end point constraint. This method uses a constructed hexapod device with six telescoping ballbars, which attaches to the robot's tool with magnetic contacts. This device can be taken apart and rearranged into several configurations, resulting in a total of 72
possible fixed poses of the robot.

### 2.3.7 Closed Loop Methods with Fewer Constraints

Many closed loop methods have far less restrictive constraints on the robot's pose. These methods may constrain robot motion in as little as one degree of freedom. These constraints may still be used to perform calibration. In [45], a system is used in which the only constraint is point contact with a plane in a known location. This constrains only one degree of freedom. A probe is mounted on the robot's end effector, and the robot is constrained to move such that this probe is touching a precisionmanufactured plane. Another possible method uses multiple planes, as a single plane may not always be enough for a full calibration [46]. A point contact constraint restricts the motion of the robot such that some part of the robot's tool must remain at a given point. However, the orientation can vary. This can be expressed as a ball joint, which allows full rotation but no translation. As such, 3 degrees of freedom are constrained. In [47] and [48], a point contact constraint is used to calibrate a robot.

### 2.3.8 Closed Loop Methods with Laser Line

A common method for constraining the end effector motion is by attaching a laser pointer to the robot, which must always be pointing at one given location. The calibration method used in this thesis features the use of a laser line. The laser dot must be either measured by some device or judged visually by the operator [49]. While judging by eye produces less precise measurements, pointing the laser at a distant object magnifies the effect of orientation errors, so this is more precise that visually judging the robot's joint angles as in Subsection 2.3.1. Using a camera or other sensor provides much more precise measurements. In [50], a system is proposed that uses a position sensitive detector (PSD) to detect the laser dot. The advantages of a PSD over other camera types are speed and accuracy compared to cameras of similar cost. However, PSDs can only sense a single dot of light. With the use of a simple laser pointer, use of a PSD is advantageous, however in a situation where a more complex shape must be observed, such as in this thesis, PSDs cannot be used. This is discussed in Chapter 3. In [3], an assembly of 2 PSDs is used to further constrain the motion of the robot. By reflecting the laser line from one PSD to the other and measuring both, a system can be set up in which the laser line
orientation must remain constant, and the robot must move only along the laser line. The calibration method performed in this thesis is a similar laser-line based method with an assembly of two cameras and a beam splitter to read the laser line, rather than two PSDs. This assembly is able to provide the same constraint on the robot's pose as above, and additionally constrain rotation about the laser line axis.

## Chapter 3

## Experimental Method

This chapter describes the basic experimental method used for robot calibration in this thesis. A laser is used to enforce a linear constraint, similar to methods discussed in Subsection ??. The laser is attached to the robot's end effector, which is then instructed to point the laser into a box containing an assembly of two cameras, which can read the position and direction of the laser line. These methods are modified in order to fully constrain the end effector orientation. To constrain rotation about the laser axis, an optical device is applied over the laser attachment such that it projects a cross shape, rather than simply a dot. By keeping the orientation of this cross constant, rotation will be full constrained. However, the use of PSDs (Position Sensitive Devices) is no longer possible when sensing a cross shape rather than a dot, as these devices can only sense a single light spot. Hence, an assembly of two cameras is used.

### 3.1 Robots

This experiment was performed with 3 different robots: two of the same model, FANUC S-420iF [7], shown in Figure 3.1, and one Yaskawa Motoman MH180 [8], shown in Figure 3.2. The properties of these robots are described in Table 3.1.

### 3.2 Camera Assembly

The ultimate goals of the camera assembly are:

| Robot | FANUC S-420iF | Motoman MH180 |
| :---: | :---: | :---: |
| Maximum Reach (horizontal) | 2.852 m | 2.702 m |
| Maximum Reach (vertical, above base) | 3.034 m | 3.061 m |
| Maximum Payload | 120 kg | 180 kg |
| Repeatability | $\pm 0.4 \mathrm{~mm}$ | $\pm 0.2 \mathrm{~mm}$ |

Table 3.1: Table of Robot Properties


Figure 3.1: Fanuc S-420iF Robot Arm


Figure 3.2: Motoman MH-180 Robot Arm

- to measure the location of a point on the laser line;
- to determine the angle of the laser line in space;
- to measure the rotation of the robot's end effector about the axis of the laser line;

The goal of the calibration routine will be to adjust robot pose to keep these values as consistent as possible. This will simulate an end-effector constraint in which the end effector orientation must remain completely consistent and the movement of the robot must be along one specific axis: that of the laser line.

### 3.2.1 Geometry of Camera Assembly

Two cameras must be set up in such a way that both can sense the laser line. A beam splitter is used for this purpose. The beam splitter will divide the laser line into two: one beam is transmitted directly in its original direction and the other is reflected. By putting a beam splitter at a 45 degree angle, the original laser cross will be projected in two directions, at 90 degrees from each other.

By placing the two cameras at different distances from the beam splitter, this system will effectively measure two different points on the laser line, which allows us to determine the angle of the laser line in space. The function of this setup is shown in Figure 3.3. The nominal (or desired) laser line is represented as a thicker line. This is a representation of a laser line perfectly orthogonal to the first camera plane. Upon reaching the beam splitter, it splits into two lines, each of which intersects a camera plane directly in the centre. One other line is provided to demonstrate how this camera setup reads different laser lines. With a single camera setup, only a single point on the laser line would be seen. It would be impossible to distinguish two lines at different orientations if they intersected the camera plane at the same point. In this way, the two lines shown in Figure 3.3 would be indistinguishable with only one camera, as they both intersect Camera Plane 1 at the same point. With the addition of a second camera, these lines can be differentiated, as they intersect Camera Plane 2 at different locations.

As the image reaching the second camera is a direct reflection, this image will be reversed in processing. This reversed image will serve the same function as if an image was taken at the location of the imaginary camera plane. This reflected setup


Figure 3.3: Use of Beam Splitter and Two Cameras
allows us to effectively measure two points along the line. The camera separation distance must be non-zero in this case, so that the two cameras are not measuring the same image.

The rotation about the laser axis can be determined simply using the orientation of the cross on the image taken from either camera.

### 3.2.2 Physical Setup of Camera Assembly

The final assembly was constructed to fit inside a sealed metal box, to reduce dust on the sensitive optical components and to reduce ambient light in the images. Figure 3.4 gives a top view of the assembled box. Figure 3.5 shows a photo of the completed


Figure 3.4: Constructed Camera Assembly


Figure 3.5: Photo of Camera Assembly
box.
On the left side of the box is a window through which the beam enters. The beam splitter is placed directly inside this window, at a 45 degree angle. The two cameras are placed in the direction of the laser line. Each camera is mounted such that its distance from the beam splitter can be adjusted through the use of sliders. This allows us to change the camera separation distance (as described previously in Subsection 3.2.1). Allowing the laser to enter the cameras directly does not provide an acceptable image, as too much light enters the camera. To account for this, a screen is mounted to the camera assembly. It is attached such that the distance between the camera and the screen remains constant regardless of the position of the camera. These mylar screens prevent the laser light from entering the camera directly. Instead, the cross is projected on the screen and the camera is taking an image of this projected cross. Mylar is used instead of plain paper to avoid some of the texture of the paper showing up in the images.

The full manufacturer specifications for the cameras are available in [51]. CMOS cameras were chosen over CCD cameras as they provide greater speed for a simple image such as the cross-shape image [52]. No colour is required in the image, so a monochrome camera was selected. A red filter is attached to the camera for ease
of sensing the red-coloured laser line. The cameras provide a high resolution image, with a 5 megapixel resolution (1920 pixels vertically and 2560 pixels horizontally). The cameras communicate with the computer over USB.

The focus and aperture settings of the cameras were manually adjusted. The aperture was set such that the cross appears large in the image, but does not bleed outwards into the black space in the rest of the image. The focus settings were set such that the cross appeared somewhat blurred. This was done because a perfectly focussed camera was able to see the texture of the mylar screen, while the slightly out-of-focus image eliminated this effect. The cross filter on the laser created an effect which made the cross look as if it was made up of many small dots of light, rather than two lines. The slightly out-of-focus cameras eliminated appearance of this effect in the image. The cameras were connected with the computer over USB.

### 3.3 Image Analysis

This section describes the process of obtaining an image from the cameras and extracting the necessary information from that image. An example of an input image used in this process can be seen in Figure 3.6

The accuracy of the calibration depends heavily on the accuracy of the image analysis. Because of this, the image analysis is a multi-stage process meant to increase the overall accuracy. The image is given some initial processing, followed by an estimation of the cross centre and angle using Hough transform. Next, this approximation is used to generate regions of interest (ROI), in which a moment algorithm is performed to find the cross centre location and angle.

### 3.3.1 Initial Processing

There are some preparatory steps that must be taken before analyzing the cross positions. First, the image is converted to black and white. The result of this is seen in Figure 3.7 In Figure 3.6, two shapes can be seen on either side that are detached from the main cross shape. These appear only on the images taken with camera 1 , and occur due to the mounting of the beam splitter. The beam splitter is small enough that the edges of the cross can be seen around it on camera 1. These


Figure 3.6: Input Image


Figure 3.7: Input Image Converted to Black and White
edges must be removed for analysis. These are simply removed by determining the horizontal location of the outer edges of the central cross. While analyzing the image, everything outside of this horizontal area is ignored (treated as a simple black pixel).

### 3.3.2 Initial Estimate Using Hough Matrix

An estimate of the cross centre and angles is done using the Hough matrix. This technique was originally created by in the 1960s Paul Hough [53] as a method of identifying straight lines in images. The computational power and memory required to calculate the Hough matrix were restrictive at the time [54], but with today's computers this is trivial. The Hough transform allows us to determine the likeliness of a line in an image at any given location and angle. Later, a different parametrization was created [55], which uses r and $\theta$ rather than x and y , which allows for the detection of vertical lines. The value of $\theta$ represents the angle of the line, counterclockwise from the vertical axis. The value of r represents the perpendicular distance between the line and the origin. A more general version of this technique [56] can also be used to detect other shapes. The Hough transform allows to generate a matrix and determine which values of $r$ and $\theta$ are likeliest to contain a line. It results in a two dimensional matrix of values (the Hough matrix), where the highest values represent the most likely places for a line to be, in the image. Figure 3.8 shows the Hough matrix of a black and white cross image similar to Figure 3.7. The white areas of Figure 3.8 represent high values.

Two peaks are located on this graph at approximately 90 degrees apart. These represent an approximation of the two lines making up the cross. They are represented in Figure 3.8 as small circles. By taking these line locations and finding their intersection, an approximation of the cross centre is made. The angle of the nearvertical line is used as an approximation of the cross angle. Because of the thickness of the lines of the cross on the image, further analysis is used to refine the cross centre location detection. The centre and angle values determined using the Hough transform allow us to locate regions of interest for the moment algorithm.


Figure 3.8: Result of Hough Transform on Cross Image


Figure 3.9: Regions of Interest on Cross Image

### 3.3.3 Finding Regions of Interest (ROI)

The selection of the regions of interest is shown in Figure 3.9. It shows four ROI, each one enclosing one "arm" of the cross. The centre area is not part of any ROI.

The shape of these ROI is specifically chosen to fulfill the following criteria:

- None of the centre area of the cross will be included.
- Each ROI will fully enclose one "arm" of the cross, so that all white pixels of that arm will be included in the analysis.
- The width of the ROI will not be excessively large, as this increases the time required to perform the moment algorithm.
- Each ROI is designated as horizontal or vertical, depending on the orientation of the line. In all image analysis cases, the cross orientation only changes minimally, thus during analysis there will always be two approximately horizontal ROI and two approximately vertical ROI.

Note that, as mentioned in Subsection 3.3.1, the white edges detached from the main cross shape will not be included in the analysis. Though they fall within the ROI, they are treated as black pixels.

### 3.3.4 Using the Moment Algorithm to Find the Exact Centre and Angle

The moment algorithm found in [57] is used here. This algorithm works by calculating a $y$ value for each column of pixels at a specific $x$ value. This $y$ value is found using Equation 3.1

$$
\begin{equation*}
\frac{\sum_{y=1}^{y_{\max }} y \cdot I^{p}(x, y)}{\sum_{y=1}^{y_{\max }} I^{p}(x, y)} \tag{3.1}
\end{equation*}
$$

Where $\mathrm{I}(\mathrm{x}, \mathrm{y})$ represents the intensity at the location ( $\mathrm{x}, \mathrm{y}$ ). The variable p is used as a power factor which allows for some control over the function depending on the use. Here, the value of p remains at 1 .

This is performed over the two horizontal ROI. The vertical ROI are evaluated with the same equation, with the x and y switched. This equation was found to be slightly inaccurate at the far edges of the ROI, so a total of 50 points are removed


Figure 3.10: Final Cross Centre Determination
from each end. The remainder of the two horizontal ROI are merged into one. The vertical ROI are similarly merged. This results in two data sets: one set of points representing the horizontal portion of the cross, and one representing the vertical. This can be seen in Figure 3.10. In this, the thicker lines represent the points used to calculate the best fit line. The darker portions of these data sets are the 50 discarded points.

The final line locations are determined using a simple best-fit calculation on each. (The vertical line is rotated 90 degrees before the best fit calculation is performed as best fit does not work well with near vertical lines). This gives two straight lines on the image. These are also shown over the data sets in Figure 3.10. The final cross centre location is given by the intersection of these lines.

## Chapter 4

## Simulation of Calibration Procedure

### 4.1 Basic Simulation

In this simulation, measurement error and noise are not considered. The sample data set which is generated and analyzed is an ideal example. The only error in this model is the offsets in the 24 DH parameters.

### 4.1.1 Creating a Simulated Data Set

The system we are simulating here is able to measure and constrain the motion of the robot such that the following conditions are met:

- The orientation of the end effector remains constant.
- The movement of the robot remains along a single line (in this case the Tool Y axis).

In this simulation, the process of moving the robot arm to positions that meet these conditions is omitted. Since the simulation relies on synthetic parameter errors, a set of robot joint angle data that is known to be correct is generated first.

The process for determining this data set starts by choosing a single line in space which will be the nominal position of the laser line. First, a set of points along this line in space is determined. Then, using the robot's inverse kinematics, each point can then be represented by a set of joint angles. This line is generated using the "real" values of the robot's DH parameters.

The selected line for this simulation spans a large amount of the workspace. The properties of this line are given in Table 4.1.

Table 4.1: Properties of Simulation Line

| Length: | 4030.4 mm |
| :--- | :--- |
| Start Point: | $[2500,-510,-330]$ |
| End Point: | $[-62.9,2288.9,1027.3]$ |
| Orientation: | $[0.3665,-0.3491,0.6109](\mathrm{W}, \mathrm{P}, \mathrm{R}$ in rad) |
| Total Points: | 70 |

The final simulated error data is generated by adding synthetic error values to all of the robot's actual DH parameters. This includes each set of joint angles for each point, as well as the nominal a, d, and $\alpha$ values. These synthetic error values were selected roughly using Subsection 2.2.2, in which it is mentioned that joint angle offset errors account for approximately $90 \%$ of total error and link errors for $5 \%$. These values are given in Table 4.2

Table 4.2: Synthetic Error added to DH Parameters

| Link | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\delta \theta$ (degrees) | 0.2 | 0.35 | 0.8 | -0.7 | 0.2 | 0.1 |
| $\delta \alpha$ (degrees) | 0.01 | 0.02 | -0.01 | 0.01 | -0.02 | 0.03 |
| $\delta a(\mathrm{~mm})$ | 0.02 | 0.06 | -0.04 | 0.02 | 0.01 | -0.01 |
| $\delta d(\mathrm{~mm})$ | 0.01 | 0.01 | 0.02 | -0.04 | 0.01 | -0.01 |

### 4.1.2 Determining Joint Angle offsets

The initial correction of joint angle offsets is made using the technique described in [3].

At each point other than the first point, the transformation matrix which represents this position can be written as in Equation 4.1

$$
T=\left[\begin{array}{cccc}
T_{11} & T_{12} & T_{13} & T_{14}  \tag{4.1}\\
T_{21} & T_{22} & T_{23} & T_{24} \\
T_{31} & T_{32} & T_{33} & T_{34} \\
0 & 0 & 0 & 1
\end{array}\right]
$$

At each point j other than the first point, psi values given in Equations 4.2 to 4.5. These equations are modified from those in [3] in order to measure a laser line in the Tool Y axis.

$$
\begin{gather*}
\psi_{j 1}=\left(T_{12}\right)_{j}-\left(T_{12}\right)_{1}  \tag{4.2}\\
\psi_{j 2}=\left(T_{22}\right)_{j}-\left(T_{22}\right)_{1}  \tag{4.3}\\
\psi_{j 3}=\frac{\left(T_{12}\right)_{1}}{\left(T_{22}\right)_{1}}-\frac{\left(T_{14}\right)_{j}-\left(T_{14}\right)_{1}}{\left(T_{24}\right)_{j}-\left(T_{24}\right)_{1}}  \tag{4.4}\\
\psi_{j 4}=\frac{\left(T_{22}\right)_{1}}{\left(T_{32}\right)_{1}}-\frac{\left(T_{24}\right)_{j}-\left(T_{24}\right)_{1}}{\left(T_{34}\right)_{j}-\left(T_{34}\right)_{1}} \tag{4.5}
\end{gather*}
$$

A function is created that solves for all of these values given joint angle offset errors. These four $\psi$ values are essentially a measure of how much the offset "guesses" which are given to the function differ from the actual offsets of the system (in this case, these are the synthetic offsets that were specified earlier). Hence, the offset values we are looking for are the values that minimize the output of this function.

This five-parameter optimization is performed using the function "lsqnonlin.m", a part of MATLAB's optimization toolbox. The result of this is the five offset angles for joints two through six. Once the initial estimates of joint angle offset are determined, the nominal angles are modified to include these offset errors.

### 4.1.3 Determining Link Twist offsets

The link twist offsets can be determined using a modified form of the technique used to determine joint offsets. The modifications to the technique are as follows:

- The rotation about the laser line axis is assumed to be zero. The position data is generated in this simulation such that this is true, but the technique from [3] uses data in which this rotation is not controlled.
- Direction of movement along the line is not considered.

Table 4.3: Joint angle offset determination

|  | Simulated Error (deg) | Identified Error (deg) | Error(\%) |
| :--- | :--- | :--- | :--- |
| $\delta \theta_{2}$ | 0.35 | 0.3343 | -4.497 |
| $\delta \theta_{3}$ | 0.8 | 0.8433 | 5.418 |
| $\delta \theta_{4}$ | -0.7 | -0.7718 | 10.2547 |
| $\delta \theta_{5}$ | 0.2 | 0.1565 | -21.7709 |
| $\delta \theta_{6}$ | 0.1 | 0.0894 | -10.6177 |

By considering only orientation in the determination of these factors, dependence on errors in link length and link offset is eliminated. The offset errors in angular DH parameters can now be determined with greater accuracy. Equations 4.2 to 4.5 are replaced with Equations 4.6 to 4.8 to meet these conditions:

$$
\begin{align*}
\psi_{j 1} & =\left(T_{11}\right)_{j}-\left(T_{11}\right)_{1}  \tag{4.6}\\
\psi_{j 2} & =\left(T_{22}\right)_{j}-\left(T_{22}\right)_{1}  \tag{4.7}\\
\psi_{j 3} & =\left(T_{33}\right)_{j}-\left(T_{33}\right)_{1} \tag{4.8}
\end{align*}
$$

Optimization is performed as above using these modified equations. The result of this optimization will be an offset estimate of ten parameters: The joint twist values for joints one through five and further refinement of the joint angle offsets for joints two through six. The offset errors determined here are added to the nominal DH parameters to determine the estimate of the actual DH parameters.

### 4.1.4 Results of the Simulated Calibration Procedure

The result of the initial determination of joint angle offsets (Subsection 4.1.2) is listed in Table 4.3.The result of the second calibration procedure (Subsection 4.1.3) for the Link Twist offsets is listed in Table 4.4. The second calibration procedure also refines the estimates of Joint Angle offset. These refined results are listed in Table 4.5. The identified error is listed to only four decimal places, so the identified error in Table 4.4 appears identical to the simulated error due to the fact that the differences are

Table 4.4: Joint twist offset determination

|  | Simulated Error (deg) | Identified Error (deg) | Error(\%) |
| :--- | :--- | :--- | :--- |
| $\delta \alpha_{1}$ | 0.01 | 0.0100 | $1.114 \times 10^{-7}$ |
| $\delta \alpha_{2}$ | 0.02 | 0.0200 | $-9.364 \times 10^{-9}$ |
| $\delta \alpha_{3}$ | -0.01 | -0.0100 | $-2.821 \times 10^{-8}$ |
| $\delta \alpha_{4}$ | 0.01 | 0.0100 | $2.917 \times 10^{-7}$ |
| $\delta \alpha_{5}$ | -0.02 | -0.0200 | $-1.030 \times 10^{-7}$ |

Table 4.5: Refined joint angle offset determination

|  | Simulated Error (deg) | Identified Error (deg) | Error(\%) |
| :--- | :--- | :--- | :--- |
| $\delta \theta_{2}$ | 0.35 | 0.3343 | -4.497 |
| $\delta \theta_{3}$ | 0.8 | 0.8231 | 1.968 |
| $\delta \theta_{4}$ | -0.7 | -0.7000 | $4.431 \times 10^{-9}$ |
| $\delta \theta_{5}$ | 0.2 | 0.2000 | $-2.950 \times 10^{-8}$ |
| $\delta \theta_{6}$ | 0.1 | 0.0755 | -28.5481 |

insignificantly small.

### 4.2 Simulation of Data Acquisition Process

The purpose of this simulation is to mimic the process of actually obtaining data from a real robot. This includes the movement of the robot, the placement of the CMOS cameras, and the feedback they would give from the laser line. This simulation method provides several advantages: it allows for a complete simulation of the required robot movement functions (to facilitate the use of this process in a real-world experiment) and it allows us to analyze the effect of errors in movement and image acquisition on the final process. During this process, an initial "nominal" position of the robot is selected. From this position, the position of the camera planes in space are designated. Following this, each additional point in the simulated data set is calculated by moving to an estimated position (determined using the robot controller) and then performing the adjustment steps described in Subsections 4.2.2 and 4.2.3.

### 4.2.1 Position of Camera Plane and Obtaining Camera Feedback

In the physical environment in which the experiment is conducted, an assembly with two cameras is placed near the robot. In this simulation, the virtual location and orientation of the camera assembly is recorded in world frame coordinates. The feedback of the cameras is then determined computationally. The camera assembly is represented as two parallel camera planes, with a designated separation distance. This is representative of the actual camera plane orientation with the second camera plane mirrored, as seen in Figure 3.3. The position and orientation of the first camera plane gives a new coordinate reference frame (referred to as the "camera frame" (x,y,z). The origin of the camera frame is where the centre of the camera's sensor would be. The position of the camera plane can be arbitrary in space (although it must be positioned such that the robot's tool could point the laser cross into it). In this simulation, the camera plane is selected based on the desired robot trajectory. A nominal position of the robot is used to designate the camera plane. The nominal position is the start of the calibration process. At this nominal position, the laser line intersects with the origin of both camera planes and is normal to them. The camera frame orientation is the same as the robot's nominal orientation. The camera frame origin is also along the tool Y-axis in the nominal position. Thus, the transformation matrix from the tool frame in the nominal pose to the camera frame is a simple Y-axis translation, as given in Equation 4.9, where $T$ is the transformation from world frame to tool frame in the nominal position and $d$ is an arbitrary distance along the Y-axis, representing the distance from the tool frame origin to the camera plane.

$$
T_{\text {camera }}=T\left[\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{4.9}\\
0 & 1 & 0 & d \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

Once this frame is defined, the camera feedback for any given robot position can be obtained by finding the intersection of the tool Y axis at that position with the camera frame x-z plane, and expressing this point in camera frame coordinates. This will give the distance of the laser dot from the centre of the camera plane in camera
x and z coordinates.

### 4.2.2 Adjusting Pose Using Translation in the Tool Frame

The result of this process will effectively "move" the simulated robot along a given Tool axis to get the camera's feedback to be as close to the nominal camera feedback as possible. Nominal camera feedback is defined as the camera reading at an initial, nominal pose. The Tool X-Z plane is approximately parallel to the camera plane. Only feedback from the first camera is used here. The current simulated robot position is a "guess" position, calculated by determining a point that would be along the Tool Y-axis according to the nominal DH parameters. The algorithm steps are:

- the laser position on Camera 1 is determined;
- a second pose is found, representing a tool movement of a certain small distance along whichever axis is currently being adjusted;
- the laser position on Camera 1 is determined for this pose;
- using linear interpolation, the point between these two poses at which the laser spot on the camera is closest to its nominal position is determined;
- this pose is recorded as the final adjusted pose.

For all further adjustment steps, this adjusted pose becomes the new "guess" pose.

### 4.2.3 Adjusting Pose Using Rotation in the Tool Frame

While the positional changes are measured using the feedback of one camera, the rotational differences must be measured using both cameras. In order to find a point that is closest to the nominal orientation, differences in feedback from the two cameras are used. Similar to the translation adjustment, the current "guess" pose will be modified in order to reduce the error in orientation. The following steps are used:

- the current laser position is found for both cameras;
- the difference between these two positions is calculated;
- a second pose is found, representing a small tool axis rotation about whichever axis is being adjusted;
- the laser positions are found for both cameras at this position;
- the desired point is the point at which the difference between the laser positions on both cameras is the smallest. Using the differences determined at each adjustment pose, and linear interpolation, the pose that is closest in orientation to the nominal pose is found;
- this pose is recorded as the final adjusted pose.

For all further adjustment steps, this pose becomes the new "guess" pose.

### 4.2.4 Full Adjustment at any Pose

The full adjustment at any pose is done here using the processes described in Subsections 4.2.2 and 4.2.3 repeatedly, in both the Tool X- and Z-axes. First, the orientation of the tool is adjusted, by performing a Tool X rotation adjustment, then Tool Z rotation adjustment, and repeatedly performing these two until the difference between camera feedback between each camera is within a specified threshold of the nominal difference.

Following this, the pose of the tool is adjusted, by performing a Tool X translation adjustment, followed by a Tool Z translation adjustment. This is repeated until the feedback of the first camera is within a certain threshold from the nominal feedback of the first camera.

If, after a certain number of attempts, no acceptable pose was reached, the pose is not recorded. However, the simulation never encountered a pose for which this was necessary. Once an acceptable set of poses is determined using this method, the calibration is performed with this data set in the same way as in Subsection 4.1.2.

### 4.2.5 Results of Calibration Using Data Generated with Simulation

The purpose of this simulation is to model the actual movement of the robot in space in order to prove that the adjustment pattern calibrates the robot. Only the joint angle offset errors are calculated here. The results of the joint angle offset error calculation are listed in Table 4.6.

Table 4.6: Joint angle offset determination for adjustment simulation

|  | Input (deg) | Calculated (deg) | Error(\%) |
| :--- | :--- | :--- | :--- |
| $\delta \theta_{2}$ | 0.35 | 0.3486 | -0.4094 |
| $\delta \theta_{3}$ | 0.8 | 0.7988 | -0.1548 |
| $\delta \theta_{4}$ | -0.7 | -0.7001 | 0.0212 |
| $\delta \theta_{5}$ | 0.2 | 0.2011 | 0.5265 |
| $\delta \theta_{6}$ | 0.1 | 0.1012 | 1.2178 |

## Chapter 5

## Experiment Method Refinement

### 5.1 Physical Setup and Experiment

While the method described in Section 4.2 is functional in the simulated environment, some modifications were made to refine it to improve the precision for an actual physical experiment. These mainly include modifications to make image analysis more precise with the movement of the robot.

### 5.1.1 Adjustment Process

The experimental adjustment process is similar to the method described in Subsection 4.2, which was applied to the simulation. The difference is the order in which each adjustment is performed.

The order of adjustment in the experiment is:

- rotation adjustment about X axis (Subsection 4.2.3);
- rotation adjustment about Y axis;
- translation adjustment along Z axis (Subsection 4.2.2);
- rotation adjustment about Z axis (Subsection 4.2.3);
- translation adjustment along X axis (Subsection 4.2.2);
- if measurements from cameras are within a specified threshold of 3 or 5 pixels (Subsection 5.1.2), accept the pose as correct. Otherwise, repeat this process.

This change in order was made to make sure the laser was still reaching the cameras in approximately the centre of the camera sensor, as the image analysis is not capable of interpreting images in which the cross is near the edge of the image. The order of adjustments in the simulation (fully adjusting orientation before attempting any adjustment of position) was likely to move the cross to an un-readable edge of the image. In practice, by putting the Z-axis translation adjustment immediately after the X-axis rotation adjustment, these would approximately counteract each other and return the cross to the centre of the image. The same is true of Z -axis rotation with X -axis translation.

### 5.1.2 Choosing Adjustment Threshold by Analyzing Repeatability

The requirements for choosing the threshold at which to consider a pose acceptable were chosen to be as small as possible while remaining feasible in the context of the experiment. In order to find the smallest feasible range of acceptable poses, an experiment was performed that analyses the overall repeatability of the robot, camera, and image processing. This experiment was performed simply by taking an image at a certain robot pose, moving the robot away from this pose and then back, and then taking another image. This was performed 10 times to generate an estimated point spread.

The results of this analysis are shown for Camera 1 in Figure 5.1 and for Camera 2 in Figure 5.2. In these figures, each circle represents a determined cross centre location. The average of all images is represented with an cross symbol. A circle is used to represent a distance of one half pixel from the average location.

It can be seen in Figures 5.1 and Figure 5.2 that Camera 1 (directly in line with the laser) has a substantially greater repeatability than Camera 2 (viewing the reflected light from the beam splitter). From this, the most restrictive threshold would seem to be 1 to 2 pixels when remaining at the same location. However, some inherent additional imaging inaccuracies do occur when moving back and forth along the line. Two different threshold levels were selected based on this: a high precision method using a 3 pixel threshold on each camera, and an average method using a 5 pixel threshold on each camera. In order for the high precision method to be successful,


Figure 5.1: Point spread on Camera 1 of repeatability test


Figure 5.2: Point spread on Camera 2 of repeatability test
the overall time taken to perform a calibration increases (see Subsection 5.1.4), and an environment free from large magnitude vibrations is required.

### 5.1.3 Backlash Adjustment

Backlash, mentioned in Subsection 2.2.4, is difficult to model. In this case, no actual modeling is done to predict the effect of backlash on the robot pose. Instead, the movement pattern of the robot is modified such that every pose is approached from the same rotational direction in each joint. The necessity of this modification was determined with a brief analysis, which showed that the direction of approach had a noticeable effect on the cross location in images, far more than could be explained by camera and image analysis error. When approaching a certain pose from a different direction, the cross centre location was up to 30 pixels away from the initial location. This is six times the threshold used to determine even a rough equivalence.

Each movement instruction sent to the robot was replaced with a three-step process. Starting from the desired pose in world frame coordinates, the following was performed.

1. A position was identified that was equivalent to a movement of a small amount (one quarter of a degree) in each joint, from the target pose. This is the "back" position from which the target pose will be approached.
2. The robot is instructed to move to this back position.
3. The robot is instructed to move to the target pose.

Using this method, each joint will always move in the same sense when approaching target poses.

### 5.1.4 Calibration Time

When all steps are considered, the calibration process becomes quite lengthy. Many factors contribute to this. The backlash adjustment in Subsection 5.1.3 modifies each movement to be two full movements. To enhance precision, the images were only taken a full second after the robot finished a motion. Because of the nature of the adjustments, for each individual adjustment, several movements and images were required, and several adjustments were required for each data point. Depending
on the number of adjustments required before the imaging threshold was reached, a single data point could sometimes take up to 20 minutes.

In order to improve the calibration time, some modifications were made. The image threshold was set to be larger, as mentioned in Subsection 5.1.2. The total number of data points per set was between 10 and 15 , unlike in the simulations in which 30 or more data points could be used. These resulted in a smaller data set, and lower precision in the pose measurement.

### 5.1.5 Laser Offset Parameters

The calibration routine relies on the laser line being oriented perfectly in the tool Y-axis. In practice, it is impossible to place the laser exactly along this line. In order to compensate for this, four additional unknown parameters are introduced that represent the differences in position and orientation between the actual laser axis and the tool Y-axis. The five-parameter optimization shown in Subsection 4.1.2 a nine-parameter optimization. The values determined for laser offset are shown in Subsections 6.3.1 and 6.3.2.

## Chapter 6

## Results

### 6.1 Simulation Results

This section gives the results of a full simulated calibration to find the joint angle and link twist offsets. This is a two-stage process. The results of the initial determination of joint angle offsets are given in Table 6.1. The results of the modified determination of joint angle offsets are given in Table 6.2. The results of the determination of the link twist offsets are given in Table 6.3.

Table 6.1: Result of the initial determination of joint angle offsets

| Joint | Identified angle (degrees) | Simulated angle (degrees) | Percent error |
| ---: | ---: | ---: | ---: |
| 2 | 0.33 | 0.35 | -4.50 |
| 3 | 0.84 | 0.80 | 5.42 |
| 4 | -0.77 | -0.70 | 10.25 |
| 5 | 0.16 | 0.20 | -21.77 |
| 6 | 0.09 | 0.10 | -10.62 |

### 6.2 Discussion of Simulation Results

The simulation process correctly determined joint angle offsets for joints 4 and 5 with a high degree of precision. For these two joints, the determined values were

Table 6.2: Result of the modified determination of joint angle offsets

| Joint | Identified angle (degrees) | Simulated angle (degrees) | Percent error |
| ---: | ---: | ---: | ---: |
| 2 | 0.33 | 0.35 | -4.50 |
| 3 | 0.82 | 0.80 | 1.97 |
| 4 | -0.70 | -0.70 | $4.43 \times 10^{-9}$ |
| 5 | 0.20 | 0.20 | $-2.95 \times 10^{-8}$ |
| 6 | 0.07 | 0.10 | -28.54 |

Table 6.3: Result of the determination of link twist offsets

| Joint | Identified angle (degrees) | Simulated angle (degrees) | Percent error |
| ---: | ---: | ---: | :--- |
| 2 | 0.01 | 0.01 | $1.14 \times 10^{-7}$ |
| 3 | 0.02 | 0.02 | $-9.36 \times 10^{-9}$ |
| 4 | -0.01 | -0.01 | $-2.82 \times 10^{-8}$ |
| 5 | 0.01 | 0.01 | $2.92 \times 10^{-7}$ |
| 6 | -0.02 | -0.02 | $-1.03 \times 10^{-7}$ |

within a very small fraction of a degree $\left(10^{-11}\right)$. The remaining joint angle offsets were determined with reasonable precision. The least accurate was joint 6 , with $25 \%$ error, representing a difference of 0.03 degrees. The values of link twist offsets were determined with far greater precision in the simulation. This is likely due to the substantially lower values of these offsets. While simulated joint angle offsets ranged from 0.1 degrees to 0.8 degrees, the link twist offsets were all 0.02 degrees or smaller.

### 6.3 Experimental Results

This section gives the results of each experiment using both robots. All processed data sets are included, though not all data sets are considered in the analysis. The nature of the experiment is such that the calibration may occasionally fail completely. Vibration disturbance during image acquisition at any point in the calibration process may cause small errors, but if this vibration disturbance occurs during the acquisition of the nominal "target" image, the entire data set will be affected. These data sets are considered outliers and are excluded from the analysis. For each robot, outlying
data sets will be identified.

### 6.3.1 Experiment Using FANUC S-420iF Robot Arm

A total of five complete data sets were collected with this robot. The results of these data sets are given in Tables 6.4 and 6.5.

Table 6.4: Joint angle offset result of calibration process using FANUC s-420iF robot

|  | Joint angle offset (degrees) |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: |
| Set | Joint 2 | Joint 3 | Joint 4 | Joint 5 | Joint 6 |
| 1 | 0.13 | 0.09 | 0.20 | -0.01 | 45.41 |
| 2 | 0.07 | 0.08 | 0.07 | 0.03 | 79.14 |
| 3 | 6.69 | 9.04 | 23.48 | 10.76 | 158.13 |
| 4 | 0.25 | 0.11 | -0.03 | 0.16 | 101.97 |
| 5 | 0.18 | 0.12 | 0.18 | -0.01 | 45.41 |

Table 6.5: Laser offset result of calibration process using FANUC s-420iF robot

| Laser offset (degrees and mm) |  |  |  |
| ---: | ---: | ---: | ---: |
| X angle | Y angle | X offset | Y offset |
| 0.01 | 44.87 | 0.00 | 0.00 |
| 2.70 | 78.32 | 1.24 | -0.38 |
| 31.02 | 96.73 | 0.94 | -0.09 |
| 168.96 | 101.13 | -1.67 | -1.88 |
| 0.01 | 44.87 | 0.00 | 0.00 |

Of the identified joint angles, joints 2 and 3 were identified with a lower variation in results. These two joints angles were analyzed to determine which data sets are excluded as outliers. Of these five sets, Data Set 3 was identified as an outlier. This is because the values identified for Joints 2 and 3 were over 3 standard deviations from the mean value given in Table ??. Excluding this outlier, the mean value of all data sets is presented in Table 6.6. Additionally, the standard deviation is
presented to demonstrate how consistent the measurements are. While joints 2 and 3 are identified with consisten results, in joints 4,5 and 6 the standard deviation is larger than the identified joint offset. The values obtained for these joint angles are much less reliably identified. The standard deviations for the laser offset parameters are also high, although this is to be expected, as the tool holding the laser was frequently adjusted between gathering each data set.

Table 6.6: Average of Results of Calibration of FANUC s-420iF Robot

|  |  | Average | Standard deviation |
| :--- | :--- | ---: | ---: |
| Joint Angle Offset (degrees) | Joint 2 | 0.16 | 0.07 |
|  | Joint 3 | 0.10 | 0.02 |
|  | Joint 4 | 0.10 | 0.11 |
|  | Joint 5 | 0.04 | 0.08 |
|  | Joint 6 | 67.98 | 27.68 |
| Laser Offset | X angle | 42.92 | 84.04 |
| (degrees and mm) | Y angle | 67.30 | 27.52 |
|  | X offset | -0.11 | 1.19 |
|  | Y offset | -0.56 | 0.89 |

### 6.3.2 Experiment Using Motoman MH-180 Robot

A total of eleven complete data sets were collected with this robot. The results of these data sets are given in Tables 6.7 and 6.8

Of these eleven sets, Data Sets 2, 5, 10, and 11 were identified as outliers. In this case, the values of joints 2 and 4 were considered to make this judgement. Excluding these outliers, the mean value of all data sets is presented in Table 6.9. Additionally, the standard deviation is presented to demonstrate how consistent the measurements are.

Table 6.7: Joint angle result of Calibration Process Using Motoman MH-180 Robot

|  | Joint angle offset (degrees) |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: |
| Set | Joint 2 | Joint 3 | Joint 4 | Joint 5 | Joint 6 |
| 1 | -0.03 | -0.31 | 0.15 | -0.39 | 63.93 |
| 2 | -3.87 | -1.10 | -0.55 | -0.14 | 88.69 |
| 3 | -0.02 | -0.34 | 0.17 | -0.42 | -32.55 |
| 4 | -0.02 | -0.29 | 0.15 | -0.37 | 52.64 |
| 5 | -2.56 | -3.26 | -5.25 | -1.86 | -11.26 |
| 6 | -0.05 | -0.33 | 0.18 | -0.45 | -47.22 |
| 7 | -0.02 | -0.29 | 0.15 | -0.37 | 52.64 |
| 8 | -0.03 | -0.32 | 0.18 | -0.41 | 64.01 |
| 9 | 0.08 | 1.28 | 0.18 | -1.25 | -90.36 |
| 10 | -2.28 | 0.48 | 0.50 | -0.80 | 62.92 |
| 11 | -4.81 | 12.95 | 5.22 | 11.85 | 268.95 |

Table 6.8: Laser offset result of Calibration Process Using Motoman MH-180 Robot

| Laser offset (degrees and mm) |  |  |  |
| ---: | ---: | ---: | ---: |
| X angle | Y angle | X offset | Y offset |
| -0.56 | 64.15 | -0.01 | -0.21 |
| 3.06 | 88.64 | -0.08 | -0.26 |
| -0.20 | -32.28 | -0.04 | -0.19 |
| -0.39 | 52.84 | -0.01 | -0.02 |
| 1.30 | -10.90 | 0.00 | 0.00 |
| -0.20 | -46.84 | -0.72 | -0.72 |
| -0.39 | 52.84 | -0.01 | -0.02 |
| -0.61 | 64.25 | 0.00 | -0.01 |
| 0.01 | -90.16 | 0.00 | 0.00 |
| 0.29 | 62.51 | -0.13 | 0.21 |
| 0.07 | 4.89 | 0.16 | -0.24 |

Table 6.9: Average of Results of Calibration of Motoman MH-180 Robot

|  |  | Average | Standard Deviation |
| :--- | :--- | ---: | ---: |
| Joint Angle Offset (degrees) | Joint 2 | -0.01 | 0.04 |
|  | Joint 3 | -0.09 | 0.60 |
|  | Joint 4 | 0.16 | 0.02 |
|  | Joint 5 | -0.52 | 0.32 |
|  | Joint 6 | 9.01 | 64.05 |
| Laser Offset | X angle | -0.34 | 0.22 |
| (degrees and mm) | Y angle | 9.26 | 64.02 |
|  | X offset | -0.11 | 0.27 |
|  | Y offset | -0.17 | 0.26 |

### 6.3.3 Discussion of Experimental Results

The precision of the calibration routine is determined here using consistency, because the actual joint offsets are not known. Multiple calibration routines are performed and the results are compared with each other. The standard deviation gives us a measure of the consistency of results.

The goal of the calibration procedure is to determine the value of several calibration parameters which remain constant throughout the process. Ideally, each calibration procedure would return the exact same result. However, in practice many different factors can affect the calibration procedure. The standard deviation is included with results to measure the degree to which the results remain consistent. A more consistent result will have a lower standard deviation. A consistent result indicates that the calibration procedure is able to successfully identify the parameter in question.

Some data sets obtained experimentally were deemed to be outliers. Certain factors can affect the precision of the data gathering method to the point that the analysis no longer produces reasonable results. These data sets are easily identifiable in the results because any small problem in data gathering tends to produce large errors in the analysis. Outliers were identified by examining the joint angles which had the most consistent results. The data gathered using the FANUC s-420iF gave reasonable results for some joint offsets, but not all. Consistent results were produced
for joint 4. Joints 2,3 , and 5 have reasonable results but the consistency is not high. The results for joint 6 were not at all consistent or reasonable, but this may be due to the laser offset process in calibration, discussed further in Subsection 6.3.4. The results of the laser offset process were not consistent at all. However, this is to be expected because of changes in the laser's placement between gathering each data set. The data gathered using the Motoman MH-180 robot shows a similar lack of consistency in joint 6 offsets, likely for the reason discussed in Subsection 6.3.4. The results were slightly less consistent than those from the FANUC s-420iF robot, but were larger overall. A larger offset is more difficult to correctly identify. The comparison may not be as apt here as a substantially larger number of data sets were obtained using the Motoman MH-180.

### 6.3.4 Relationship Between Joint 6 Angle Offset and Laser Y Angle Offset

The joint 6 angle offset results were not consistent at all when compared with each other. However, the exact same inconsistency was seen in the results for the laser's Y angle offset. The difference between these two remained very consistent. An analysis of the difference between the Laser Y offset and Joint 6 is given for each robot, in Tables 6.10 and Table 6.11. The relatively high consistency of this difference implies that these two values are related. In fact, a each of these movements (Laser Y angle rotation and Joint 6 rotation) would move the laser in the same direction. Being able to accurately place the laser would aid in determining the actual Joint 6 offset.

Table 6.10: Difference between Joint 6 Angle Offset and Laser Y Angle Offset For FANUC s-420iF

| Data Set | Difference |
| :--- | ---: |
|  | 1 |
|  | 0.54 |
| 3 (outlier) | 0.82 |
|  | 4 |
|  | 61.40 |
|  | 0.84 |
| Mean | 0.54 |
| Standard Deviation | 0.69 |

Table 6.11: Difference between Joint 6 Angle Offset and Laser Y Angle Offset for Motoman MH-180

| Data Set |  | Difference |
| :--- | ---: | ---: |
|  | 1 | -0.22 |
| 2 (outlier) |  | 0.05 |
|  | 3 | -0.27 |
|  | 4 | -0.20 |
| 5 (outlier) |  | -0.36 |
|  | 7 | -0.37 |
|  | 8 | -0.20 |
|  | -0.23 |  |
|  | -0.21 |  |
| 10 (outlier) | 0.41 |  |
| 11 (outlier) | 264.06 |  |
| Mean | -0.24 |  |
| Standard Deviation | 0.06 |  |

## Chapter 7

## Concluding Remarks

### 7.1 Summary and Conclusions

Chapter 1 provided an introduction to the use of robots in and the necessity of calibration. The motivation for this thesis was discussed: a novel method for calibration using simple, low-cost sensors. The main objectives of this thesis were listed and described. A statement of originality was included to identify the main original work described in this thesis.

Chapter 2 described the theoretical background needed for the calibration routine deveopment. The mathematical representation of general robot motion was discussed, along with DH parameter conventions used in this thesis. A representative collection of calibration methods were summarized and discussed, including the methods from which the work in this thesis drew inspiration.

Chapter 3 described the experimental method. The physical experimental tools were discussed, including the cameras, robots, and the laser. The camera assembly was described, along with the mathematical interpretation of the camera images. The method of image analysis was fully disclosed.

Chapter 4 detailed the methods used for the simulation. The mathematical method used to perform the actual calibration once data is obtained was outlined. Two simulations were reported: a simple simulation was used to establish feasability wherein data sets were fully generated without considering robot motion, and a more realistic simulation in which the process of robot motion and image results were all considered.

Chapter 5 described modifications to Chapter 4's method that were applied to the experimental data collection. These included the sequence of movements used
to collect a data point, an analysis of the repeatability of the imaging capture and analysis, modifications to avoid joint backlash, and a discussion of methods used to reduce the total time required for the calibration.

Chapter 6 provided the results of each calibration process. The simulation was able to identify 5 joint angle offsets and 5 link twist offsets. The experimental results identified 2 joint angle offsets with reasonable confidence and 2 joint angle offsets with lower confidence.

In this thesis, a method for calibration of six axis serial wrist partitioned robots was discussed, simulated, and implemented experimentally. Calibration was performed by constraining the end-effector motion to a single line in space and retaining constant end-effector orientation. This allows the calibration routine to be performed with simple and low cost sensing equipment. The linear constraint was enforced using a laser diode mounted to the robot end-effector, with an optical attachment producing a cross shape. This created a "virtual closed kinematic chain," with the laser line considered an additional link to ground, constraining the robot motion.

The simulated calibration was able to identify 10 of the 12 angular DH parameters (joing angle offsets and link twist errors). The experimental calibration routine was able to identify 5 of the 6 joint angle offsets, though only 2 were identified with a measure of statistical confidence. The reasonable precision of the simulation implies that this method is viable. The experimental precision was significantly less, and as such the link twist offsets were not able to be identified. This is because the identification of the link twist errors depends on the precision of the identified joint angle offsets. As joint angle offsets are much larger than link twist errors, the influence of the joint angle offsets that were not precisely identified will affect the link twist error identification and any results will simply be a reflection of this remaining joint angle error.

### 7.2 Recommendations

The experimental procedure should be redesigned to improve precision and confidence level, which might then lead to experimental identification of the link twist offsets. In order to increase the experimental precision and confidence level:

1. The experiment should be performed in an environment free from machine vibration. This experiment was performed on a factory floor during operating
hours. While every effort was made to time the experiment to avoid disturbing vibrations, this was not fully possible. In a calm environment the imaging would be substantially more accurate. The major source of vibration during this experiment was a sheet metal punch press frequently running, only a few metres from the experiment. Additionally, a press brake and a welding robot were both operating very close by.
2. Environmental factors affecting the optical equipment, such as dust and ambient light, could be reduced. The experiment operated in an incredibly dusty environment. The cameras and beam splitter were contained in a metal enclosure to keep out some dust and ambient light, but the window leading into this enclosure had to be frequently cleaned and a layer of dust can have substantial negative effects on camera sensing.
3. The process could be modified to run autonomously, and therefore run overnight without oversight. This would allow a very long calibration procedure to run.
4. A different imaging method or sensor might provide for increased accuracy. In this experiment, cameras were chosen in order to view a laser cross rather than a laser point. However, these cameras provide decreased accuracy when compared with the PSDs used in other experiments reported in the literature.

Additionally, a method used to estimate errors in the remaining DH paramenter offsets: link length ( $a$ ) and link offset ( $d$ ) was attempted but was not included in this thesis, as simulated results were not obtained successfully. This method is described in Appendix ??. If the precision of the measurement acquisition and analysis were substantially increased, this method to obtain the remaining DH parameter offsets might be viable.
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