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1. Introduction

1.1 Motivation

Intrusion Detection Systems (IDS) are software applications that organizations install in their network to monitor their network and systems for malicious activity. The output from an IDS is typically collected and processed by a Security Information Management and Event Management (SIEM) System [32]. These SIEM systems are usually handled by a human operator who will use the information provided by the system to detect malicious campaigns.

Within an IDS there are usually multiple anomaly and rule based detectors that generate alerts. With the prevalence of Advance Persistent Threats (APTs), network attacks are usually complex and penetrated the system through multiple stages from initial access to exfiltration. This means that a single detector cannot capture the entire attack campaign. Another problem with IDS is that they generate a massive amount of alerts, often overwhelming both their system and the human operators handling them.

An active area of research is to develop algorithms and systems that can deal with this problem, whether it is through alert aggregation and synthesis or malicious alert modelling and classification.

The goal of this project is to be able to effectively use the alerts generated by intrusion detection systems and translate these alerts into a format that makes it easier for human operators to action upon cyber events.

1.2 Background

1.2.1 Intrusion Detection Systems

Similarly to antivirus software, firewall, and access control schemes, IDSs are another layer of defense used to protect computer systems from hackers and external parties. The goal of IDSs is to identify any kind of malicious activity that can cause damage to a network system.

The literature on IDSs can be roughly broken down into three different groups:

- **Signature-based IDS**: This type of IDS uses a signature database of known attacks.
- **Anomaly-based IDS**: This type of IDS uses different techniques to model benign and malicious behaviours.
- **Alert Correlation**: Alert correlation techniques are modules built on top of anomaly-based and signature-based IDSs to analyze alerts in the context they appear in.
There are numerous reviews and surveys that try to capture the whole intrusion detection literature such as [47], [19], [10], and [25].

Some reviews focus solely on anomaly-based IDSs: Lazarevic et al. [22] compared several anomaly detection techniques and provide evaluations based on the DARPA 1998 dataset [28] of network connections; Ahmed et al. [2] presented an in-depth analysis of different categories of anomaly detection techniques and discussed the research challenges of the datasets used for network intrusion detection; Agrawal and Agrawal [1] focused on anomaly detection that employs data mining techniques.

1.2.1.1 Signature-based

A signature is a pattern created by an IDS that corresponds to a known attack or threat. To detect intrusion attempts, signature-based IDSs inspect contents of a binary file or network packets to find matches to the intrusion signatures [40].

Multiple papers study techniques for signature matching and content inspection. Pao et al. [40] presented a memory-based N-finite automata (NFA) architecture for regex matching. Lin et al. [26] combined two commonly used string-matching methods for virus detection, namely the Aho Corasick algorithm and the backward hashing algorithm.

Early signature creation requires experts to manually process malicious events and to create signatures based on their knowledge of the system and of the threat. This manual process is inefficient and costly. As a result, techniques for automatic signature generation were developed. Automatic attack signatures can be generated through text pattern matching techniques [21], [46]. Statistical methods such as the latent Dirichlet allocation-algorithm [23] and hidden Markov models [20] are also used for automatic rule generation. There are also automatic signature generation methods for specific types of attack: [20] and [50] both presented methods for network worm detection and automatic signature generation.

Signature-based IDS are employed in numerous network monitoring applications such as Snort [44], NetSTAT [52], Bro [41], and Suricata1. Signature-based IDSs detection are often precise and accurate for capturing known attacks [40]. However, there are still areas of weaknesses in this type of system [10]:

- Signature-based IDSs use a massive amount of resources because they have to compare each event against many signatures in the database;
- Signature-based IDSs can generate a high percentage of false positives alerts from poorly formed signatures;
- Signature-based IDSs can only identify a single type of attack when modern attacks often involve multiple attack steps;
- Signature-based IDSs cannot detect unknown attacks or attacks built as a variant of known attacks.

1.2.1.2 Anomaly-based

Anomaly-based IDSs detect deviations from known behaviours. This type of IDS requires training a model of normal behaviours and detects deviations from the normal model in the observed data [22].

1https://suricata-ids.org/
Anomaly detection algorithms can be broken down into two different categories:

- Statistical Methods
- Machine Learning Methods
  - Supervised
  - Unsupervised

**Statistical Methods**
Statistical methods typically utilize outlier detection in different contexts. In multiple papers, normal data were modelled over a period of time before time-series analysis was applied to said data to find anomalies [56], [53]. Ye et al. [59] presented a multivariable statistical process to detect host-based intrusions. Another approach for finding anomalous events is through finding rare combinations of features through conditional probability, like shown in [48] and [8].

**Machine Learning Methods**
As machine learning techniques become more popular, more modern anomaly-based IDS utilizes machine learning techniques to find anomalies in data.

**Supervised** To employ supervised machine learning technique in IDSs, it is assumed that the user has access to labeled data of the normal and of the attack behaviours.

Popular machine learning techniques such as Support Vector Machine (SVM) and Decision Tree (DT) have been applied to anomaly detection. Li et al. [24] used SVM for anomaly detection and improved its performance by custom feature removal methods. SVM has also been used in combination with other methods. Khan et al. [17] presented a method using hierarchical clustering that improved iteratively with SVM. Lin et al. [27] propose a method that combines SVM and DT. Hu et al. [13] proposed a framework to construct a model using Particle Swarm Optimization and SVM and then utilizes the Adaboost algorithm to improve classification results. Other methods used for anomaly detection are: DT/C5 classification [18], artificial neural network [54], Kohonen net [45], genetic fuzzy system [9], using naive Bayes classifier [20], hierarchical hidden Markov model [15], and Boltzmann machine [11].

**Unsupervised** Unsupervised machine learning techniques for anomaly detection do not use labeled attack data. It is assumed in most papers that normal traffic data is available and it can be used to train models for normal behaviours.

Different types of clustering algorithms are presented in different papers for anomaly detection. Liu et al. [30] proposed using nearest-neighbour clustering with genetic optimization for detecting anomalies. Hyun Oh et al. [39] proposed using a density-based clustering algorithm (DBSCAN) for anomaly detection.

One-class SVM is a special type of unsupervised SVM, which Wang et al. [55] use. Tao et al. [51] and Kang et al. [16] proposed using Support Vector Data Description (SVDD), which is a variant of SVM, using a spherical class boundary for classification.
Lastly, Liu et al. [29] proposed using the isolation forest algorithm for anomaly detection. This is a tree-based algorithm that builds multiple trees to represent normal data. Sun et al. [49] proposed a method to extend isolation forest algorithm for categorical data.

Anomaly-based IDSs are generally very effective for detecting unknown attacks. However, it is difficult to keep an accurate profile on changing behaviours of users and attackers [47]. Several research challenges are still present for anomaly-based IDS:

- Anomaly-based IDSs often work with network data that are complex, imbalanced, and with large number of features [47];
- Anomaly-based IDSs generate huge amounts of alerts with a high percentage of false positives [58];
- Anomaly-based IDSs have to adapt to the ever changing behaviour of network traffic data [47];
- Anomaly-based IDSs’ decision boundary between normal and malicious events is difficult to establish, given the distribution of the data being highly imbalanced as anomalies are rare occurrences [10].

1.2.1.3 Alert Correlation

As new attacks are constantly evolving and network systems are becoming more complicated, IDSs with a single detector have limited capabilities in capturing malicious attacks.

Alert correlation techniques are proposed to fix two issues encountered by IDSs: 1) the enormous amount of alerts they created and 2) their incapability to detect multi-step attack scenarios. Alert correlation techniques focus on discovering relationships between different alerts to provide security analysts with aggregated alerts and their contexts.

Existing techniques can be roughly divided into four categories [58]:

- Similarity based correlation
- Predefined attack scenarios
- Prerequisites and consequences
- Integrated technique

Similarity Based Correlation

Alerts generated by IDSs usually contain several attributes and a similarity score can be calculated between two alerts based on their attributes. This similarity score can then be used for alert clustering and aggregation. Similarity based correlation methods utilize different clustering and aggregation techniques to effectively reduce the total number of alerts.

Clustering techniques for alert correlation are shown in multiple papers. Maggi et al. [31] aggregated alerts together using timestamps of alerts and with a fuzzy clustering technique. Almamory and Zhang’s approach [3] focused on identifying the root cause of large groups of alerts through clustering. With this approach, a generalized alert is created for each cluster and a new alert is assigned to a cluster using the
nearest-neighbour clustering method. Pei et al. [42] proposed a correlation module that constructs a uniform vector representation of the connections between alerts. Then a graph is constructed through these alert connections and a community clustering technique is applied to the graph. Haas and Fischer [12] utilized IPs and ports associated with each alert in order to cluster alerts. An alert graph is built based on these alerts and community clustering method is applied to the alert graph.

**Predefined Attack Scenarios**

An attack scenario can be user-defined or learned from a training dataset. Alert correlation techniques based on predefined attack scenarios map alerts to different steps in an attack scenario to detect multi-step attack campaigns.

Jan et al. [14] proposed a classification module that utilizes human constructed rule classes to classify alert patterns into malicious or benign behaviours. Millajerdi et al. [34] proposed an IDS named HOLMES that tracks the information flow of low-level entities by representing them in a graph. These graphs are mapped to a high-level attack scenario graph representing the information flow of an attack. Noel et al. [38] proposed building attack scenarios by explicitly defining network vulnerability relationships into an attack graph. This attack graph model can be manually generated by an expert or automatically by external software.

**Prerequisites and Consequences**

Prerequisites and consequences-based correlation methods rely on predefined logical connections between alerts. A correlation graph can be constructed through these relations to model attack scenarios.

Ning and Xu [37] presented a method that creates prerequisites and consequences logic units to correlate alerts and construct known attacks through alert graphs. Zhou et al. [60] proposed a method that constructs logical representations of requirements for attacks to correlate attacks. Alerhani et al. [5] presented an IDS that combines a knowledge-base of prerequisites and consequences for attacks and statistical correlation.

**Integrated Technique**

An Alert correlation method that uses integrated technique automatically correlates alerts to data from different sources in the system. Porras et al. [43] proposed a mission-impact-based approach that utilizes knowledge databases and a sequence of alert processing steps to automatically correlate alerts from different system sources such as multiple IDSs and firewalls. Xu and Ning [57] presented a system that utilized trigger events from several security systems and utilized pre-conditions and post-conditions to build attack scenarios.

**1.2.2 Community Detection**

Community detection algorithms focus on finding a partition of a graph such that each partition is densely connected within the partition and sparsely connected to the other parts of the graph. Community detection algorithms are often used as a part of alert correlation methods for finding clusters of alerts within an alert graph.

Modularity is a metric that is used to measure the quality of such partition of the graph. Formally, modularity is defined by [35],

```5```
\[ Q = \frac{1}{2m} \sum_{i,j} [A_{ij} - \frac{k_i k_j}{2m} \delta(c_i, c_j)] \]

where \( A_{ij} \) represents the weight of the edge between \( i \) and \( j \), \( k_i = \sum_j A_{ij} \) represents the sum of all the weight of edges adjacent to node \( i \), \( m = \sum_{ij} A_{ij} \) represents the total weight of the graph, \( c_i \) represents the community that vertex \( i \) is assigned to, and where \( \delta(c_i, c_j) = 1 \) if \( c_i = c_j \) or 0 otherwise.

While finding the partition of the graph with the optimal modularity is known to be computationally intractable, numerous heuristic techniques are invented to solve this problem. I will explore two community detection algorithms for this project: the Louvain algorithm, and the Clauset-Newman-Moore greedy modularity maximization algorithm.

**Louvain Algorithm [6]**

The Louvain algorithm was developed by a group of researchers from the University of Louvain. This is a heuristic algorithm that optimizes the modularity of the overall graph.

This algorithm is divided into two phases and these two phases are repeated iteratively until the modularity of the graph can no longer be improved.

---

**Algorithm 1:** Phase 1 of Louvain algorithm

**Result:** A weighted graph with each node assigned to a community.

**Data:** A weighted graph \( G = (V, E) \).

**Initialization:** Every node in graph \( G \) belongs to its own community.

\[
\text{modularity\_change} \leftarrow 1;
\]

while \( \text{modularity\_change} > 0 \) do

\[
\text{graph\_modularity} \leftarrow \text{Evaluate modularity of the current graph};
\]

for Node \( i \) in Graph do

\[
\text{maximum\_change} \leftarrow 0;
\]

community \( \leftarrow \) community of node \( i \);

for Neighbour node \( j \) of \( i \) do

\[
\text{change} \leftarrow \text{gain of modularity by removing node } i
\]

from its community and placing it in node \( j \)'s community;

if \( \text{change} > \text{maximum\_change} \) then

\[
\text{community} \leftarrow \text{community of node } j;
\]

\[
\text{maximum\_change} \leftarrow \text{change};
\]

end

if \( \text{maximum\_change} > 0 \) then

\[
\text{community of node } i \leftarrow \text{community};
\]

end

\[
\text{modularity\_change} \leftarrow \text{graph\_modularity} - \text{modularity of the current graph}
\]

end

end
For phase 2 of the Louvain algorithm, we build a new graph $G'$ with the communities created from phase 1 as nodes in the new graph and the edges between two community nodes are calculated by the total weight of the edges going from one community to the other community.

**Algorithm 2: Phase 2 of Louvain algorithm**

Result: New Graph $G' = (V, E)$

Data: A weighted graph with community labels $G = (V, E)$ that is the output from phase 1 of the Louvain algorithm.

Initialization: Create new graph $G'$ such that each community in $G$ is a node in $G'$

for community $c$ in $G$ do
  for community $d$ in $G$ do
    for $uv$ and edge in $G$ such that $u \in$ community $c$ and $v \in$ community $d$ do
      if edge $cd \notin G'$ then
        Add edge $cd$ to $G'$;
        weight($cd$) ← 0;
      end
      weight($cd$) ← weight($cd$) + weight($uv$);
    end
  end
end

The new graph $G'$ that is the output of phase 2 can go through phase 1 of the Louvain algorithm again. This process continues iteratively until we cannot get any more increase to the modularity of the graph.

**Clauset-Newman-Moore Greedy Modularity Maximization [7]**

This greedy modularity maximization algorithm can be classified to be a type of agglomerative hierarchical clustering method, where the communities are iteratively joined together to maximize modularity.

The initial algorithm was first proposed in [36] then the current version of the greedy modularity maximization was improved by using more efficient data structures [7]. For the purpose of this project, I will describe the general algorithm described in [36].
Algorithm 3: Clauset-Newman-Moore greedy modularity maximization algorithm

**Result:** Graph $G = (V, E)$ with each node belonging to a community

**Data:** A weighted graph $G = (V, E)$

**Initialization:** Each node in graph $G$ belongs to its own community.

while $TRUE$ do

  max_change ← 0;
  community_pair ← nil;

  for every unique pairs of communities $c, d$ in $G$ where $c \neq d$ do
    change ← change in modularity of the entire graph by combining community $c$ and $d$;
    if change > max_change then
      max_change ← change;
      community_pair ← $(c, d)$
    end
  end

  if community_pair ≠ nil then
    G ← change all nodes in communities of community_pair to be in the same community;
  else
    break;
  end

end
2. Methodology

2.1 Problem Statement

For this project, a Toronto-based cyber security company provided the network connection data and network alert data for two months. This Toronto-based company developed a IDS software product that is currently deployed in multiple companies’ network system. This IDS uses multiple anomaly detectors and rule-based detectors that raise several alerts to potentially problematic traffic within the network. One problem with IDSs is that it generates a massive amount of data that is not possible for human security analysts to review and action upon all the alerts that are generated.

The goal of this project is to automatically group and synthesize network alerts and network connections data together in a meaningful way so that security analysts can investigate a reasonable amount of possible security incidents.

2.2 Data Set

As mentioned in the problem statement, the data used in this work was provided by a Toronto-based cyber security company. The data comes from one of their client company’s network traffic for the two months of September and October 2019. The monitored company has around 50 employees using primarily Windows hosts, and its network includes several internal servers. Network taps capture traffic between the internal gateway, as well as traffic between internal hosts. The traffic is analyzed by Zeek\(^1\), an open-source traffic analyzer tool, to produce connection events. These events, as well as other events produced by Zeek, host-based events, and events from other sources are ingested by the Toronto company’s own system, which produces the alerts.

The data set has approximately 67.5 million events from the two month period and has raised approximately 37,000 alerts.

Although no known, successful attacks occurred during the monitored period, there was frequent scan and brute-force attempts from external hosts as well as non-malicious anomalous behaviour.

2.2.1 Connection Events

Each connection event produced by Zeek represents a bi-directional TCP, UDP, or ICMP connection. For UDP, a connection represents a flow of packets between two IP/port pairs. For ICMP, a connection is a sequence of packets between two IPs, with the same ICMP message type and code or packets representing an ICMP exchange, like an echo request (ping).

\(^1\)https://www.zeek.org/
2.2.2 Network Alerts

The alerts come from a mixture of sources. Some are produced by Suricata\(^2\), a well-known IDS. Others are produced by the Toronto company’s rules engine and anomaly detectors. Suricata monitors the same network traffic that produced the connection event dataset, while the Toronto company’s system produces alerts based on both network events and host-based events, such as standard Windows Sysmon\(^3\) events. Alerts can have a large number of fields that vary by alert type and source. This project focuses on the IPs associated with alerts.

2.3 Approach

2.3.1 Overview

The overall approach of this project is to aggregate related alerts together and to present a security analyst with a group of alerts describing an attack or malicious incident. A graph is a useful representation for attacks, as it allows the visualization of the flow of malicious activities through different assets and allows additional information to be encoded into its topology. A rich set of well-known graph partition algorithms can be applied to the graph to get automatic grouping of alerts.

The construction of the graph has three main parts, each building upon the previous one:

- IP embedding: using the network log data to embed numerical representations capturing the underlying relationships between each IP addresses.
- Graph Construction: combining alerts and network hosts into a single graph representation
- Community Detection: partitioning the graph constructed in the previous step to find groups of related alerts and hosts within the graph.

2.3.2 Graph Construction

To create an effective visualization that groups alerts together and describes possible attacks and malicious incidents, an alert graph is created. As previously mentioned, a graph is a useful representation for attacks, as the flow of malicious alerts can be shown through the edge connections in the graph and additional information can be encoded in the graph’s topology. Graph partition algorithms can be applied to this graph to isolate sub-graphs that highlight potentially meaningful clusters of alerts and assets.

The graph construction portion of this project is broken down into smaller modules performing each task separately. An overview of the tasks breakdown and data flow can be found in Figure 2.1.

IP Embedding

Network connection events provide important contextual information relating IPs to each other. Such information can be encoded in a Word2Vec embedding that provided numerical representation of the IPs. To

\(^2\)https://suricata-ids.org/
\(^3\)https://docs.microsoft.com/en-us/sysinternals/downloads/sysmon
supplement this information into the graph model, edges and edge weights between IPs are created using this embedding.

Word2Vec embeddings are numerical representations of words learned by unsupervised neural networks, where words, phrases, sentences, or entire documents are mapped onto real vectors. Mikolov et al. [33] introduced a series of Word2Vec models that generate embeddings based on the context words most likely to appear around a given word.

We extracted the following words from each network connection event:

- source IP
- destination IP
- transport protocol + destination port, e.g. TCP/80, UDP/53

These words were used to train the IP embedding used for the construction of the attack graph. As all IPs in the dataset are used as words to train this IP embedding, each will have an IP embedding that is the numerical vector representation of itself.

This IP embedding is used to provide context as to how "similar" two given IPs are. Because this IP embedding is trained on the network connection event data, if two IPs frequently appear in the same network connection events, then their IP embeddings would also be close in distance to each other.

For later steps in the graph construction, a method for comparing two IPs is needed. To define how similar or dissimilar two IPs are, a similarity score is calculated by taking the IP embedding of the two IPs and using the following formula:

\[
\text{Similarity Score} = \frac{1}{1 + \text{distance}}
\]

The distance refers to the Euclidean distance between the IP embedding of the two IPs. This function will output a similarity score that is between 0 and 1; it is decreasing with respect to the distance between the IPs.

Further work and analysis of the IP embeddings will be presented by Benjamin Burr for his Master’s thesis at Carleton University.

Data Processing

The input alert and connection event data are in two formats: 1) Elasticsearch logs which are JSON objects, and 2) Parquet files which are structured data exported from the Hadoop ecosystem. Different python modules were written to process these initial data.

- Alert Processor: The tasks of processing each individual alert are broken down into three separate modules, as follows:

  1. Alert Node Extraction - This module creates the Alert Nodes file in csv format. Information such as alert ID, alert label, description and Cyber Killchain\(^4\) stage is extracted from each network alert.

2. Alert to IP Edge Creation - This module appends to the Edges file that is in csv format. For IP addresses that are associated with an alert, an edge is created using an alert ID to IP address pair. A weight of 1 is also given to each of the alert edges.

3. Alert IP Node Extraction - This module extracts all IPs that are associated with the alerts and creates an IP Nodes file that is in csv format. The Alert IP Node Extraction module also checks the Internal Nodes file for each IP. If an IP appears in the Internal Nodes file, then that IP address is labeled as "int-ip". Else the IP is labeled as "ip".

- Internal IP Extraction - This module uses the connection events labels for each of the IP addresses that are internal to the company. Note that internal IP addresses include both the private IP addresses and the company-owned IP addresses. These internal IP addresses are written to the Internal Nodes file.

- Internal IP Edge Creation - This module uses the IP embedding and the Internal Nodes file. For every possible pair of internal IP nodes there is an edge and the edge weight is the similarity score that is calculated using the method mentioned in the IP Embedding section.

![Figure 2.1: An overview of the data flow and the steps to construct the graph.](image)

**Graph Creation**

After the data processing steps, all the required files are created for the graph creation step. The graph creation module takes input from all the files created in the last step and creates an undirected weighted graph using these inputs. This construction of the graph object in Python is done through the NetworkX package.

---

5https://networkx.github.io/
After the graph is constructed, community detection algorithms were used to divide the alert graph into separate sub-graphs, the goal being to identify malicious attack campaigns from the topology of each of the sub-graphs.

For this project, two community detection algorithms were used: the Louvain, and the Clauset-Newman-Moore greedy modularity maximization algorithm to partition our network graph. The implementation of these two algorithms can be found in the NetworkX package.

After the community detection algorithms are run on the alert graph, the graph goes through some transformation steps:

1. Any community with only a single IP node is filtered out in order to find communities with more complex structure.

2. Any single node communities are removed from the graph. The nodes belonging to a community with more than one node are labeled by their community number.

The output of all of these modules is a graph file in the gexf format\(^6\) which is an XML for complex network structures.

Visualizations of the alert graph are created using Gephi\(^7\), an open source graph visualization software.

### 2.4 Experiments

#### 2.4.1 IP Similarity Distribution

To supplement contextual information from connection events data, IP embedding was used to calculate similarity scores between all pairs of internal IP addresses.

The IP similarity scores translate into weighted edges connecting internal IP addresses. Edges of lower weights were excluded from the graph because it indicated that there were no strong relations between the two IP addresses from connection events data.

To study the distribution of the similarity scores between all internal IP pairs, a histogram was created (figure 2.2). The mean of the similarity scores was about 0.49 and the maximum was about 0.93.

#### 2.4.2 Testing Thresholds

To find a suitable threshold for filtering internal IP edges with a lower similarity score, different alert graphs with different thresholds were created.

Since the mean of the internal IP similarity scores was around 0.5, different graphs were created using thresholds 0.5, 0.6, 0.7, 0.8, and 0.9. At a threshold of 0.9, the graph was almost the same as the graph without any internal IP edges. Visualization of the alert graph at each threshold was created so that the effects of thresholds on the communities can be studied.

---

\(^6\)https://gephi.org/gexf/format/schema.html

\(^7\)https://gephi.org/
Figure 2.2: The distribution of internal IP similarity scores.

Table 2.1: The number of communities generated by each community detection algorithm at each threshold

<table>
<thead>
<tr>
<th>Threshold</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Louvain</td>
<td>7</td>
<td>12</td>
<td>15</td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td>Clauset-Newman-Moore</td>
<td>6</td>
<td>10</td>
<td>14</td>
<td>9</td>
<td>8</td>
</tr>
</tbody>
</table>

The partition of the alert graph using the specified community detection algorithm were shown in figures 2.3 and 2.4 and the number of communities created by each algorithm at each threshold can be found in 2.1. From the visualization of the clusters at each threshold, one can see that each densely connected component of the graph is in different communities.

As the number of the threshold increases, more (IP) edges are filtered out of the graph. As a result, the graphs with the lower thresholds are more densely connected. Even though the smaller communities differ at each threshold, the two biggest communities in both Louvain and Clauset-Newman-Moore greedy modularity maximization algorithm remain unchanged. The number of small communities changes as the threshold changes. This is because the density of the smaller communities is more sensitive to the edges added and removed at each threshold. From the table, we can see that the number of communities peaked at a threshold of 0.7 for both Louvain and Clauset-Newman-Moore greedy modularity maximization algorithms.
Figure 2.3: Plots of communities generated by the Louvain algorithm at each threshold level. The beige edges are alert edges and the grey edges are IP edges, colour of the nodes are by communities.
Figure 2.4: Plots of communities generated by the Clauset-Newman-Moore greedy modularity maximization algorithm at each threshold level. The beige edges are alert edges and the grey edges are IP edges, colour of the nodes are by communities.
2.4.3 Result

In this section, different communities created from the community detection algorithms at a threshold of 0.7 are highlighted. For each community, there will be a description of the graph presented and a discussion of how it could be used by security analysts to identify security incidents.

Louvain 2: Analyze Alerts In Context

Figure 2.5: Community 2 partitioned by the Louvain algorithm.

Figure 2.5 represents an example of a sub-graph where similar internal IPs are generating a lot of anomaly alerts.

There are only internal IP addresses in this sub-graph (192.168.2.71, 192.168.2.156, 192.168.2.175, 192.168.2.79). Each IP address generated multiple anomaly alerts and bad HTTP connections alerts. The only connections between these IPs are from the grey edges, which suggests that these IP addresses behave similarly in terms of network connection events.

A possible conclusion we can draw from this graph is that these similar internal IPs are behaving anomalously together during this time period. Instead of looking at one single IP and the alerts generated by it, a security analyst can investigate all four IPs together and it may provide more context as to why so many alerts were raised.

Louvain 13: Remove Potential False Positives

In contrast to Figure 2.5, Figure 2.6 depicts a densely connected sub-graph of internal IPs that are similar to each other while each IP itself raised very few alerts. Because of the low number of alerts in this graph, it would be reasonable to believe that this graph does not point to a malicious attack step. This example
shows that not all communities created from the alert graph point to malicious activities. However, since these alerts are grouped together, it would be easy for security analysts to discard a large number of alerts like these and focus on other alerts.

**Louvain 1: Identify Potential Malicious Hosts**

Figure 2.7 represents community number 1 as partitioned by the Louvain algorithm. The IP nodes are in purple and labeled by their IP addresses. The other coloured nodes are alert nodes, as different colours represent different types of alerts. The internal IP addresses are connected by a grey edges, which means that these IPs are similar according to the IP embedding.

The majority of the alerts in this sub-graph are anomaly alerts (in orange). Each of the internal IP nodes (192.168.2.50, 192.168.2.96, 192.168.2.45) raised several anomaly alerts that come from anomaly detection algorithms such as random-forest, time series, and rule-based anomalies.

The rule-based alerts are raised because of "connections to hosts with a bad reputation" and "suspicious HTTP connections". Notably, IP 192.168.2.96 also triggered an alert for system.cve-2019-0708-exploit which is a potential Windows vulnerability. This suggests that this IP asset may also be infected by malware. There are two external IP addresses (209.251.75.37, 50.28.16.195) that triggered IDS alerts (green) and brute force attempt alerts (blue) to each of the internal IPs in this graph.

This graph can be used as a guide for how to investigate the alerts generated by the three internal IPs in
this graph. As the external IP (209.251.75.37) is connected to the three internal IPs through RDP brute force alerts, security analysts could investigate this external IP as a potential cause for all the anomaly alerts generated by the three internal IPs shown. Based on analysis of the causes of anomalies in this graph, one could further determine whether or not this external IP is a malicious host and whether or not to add this IP to the network’s blacklist.

Figure 2.7: Community 1 partitioned by the Louvain algorithm.

**Louvain 3: Identify Potential Vulnerability**

Numerous external IPs triggering IDS alerts and brute force alerts to a single internal IP (192.168.2.81) are shown in Figure 2.8. The internal IP (192.168.2.81) also raised numerous anomaly alerts.

This sub-graph suggests that the internal IP 192.168.2.81 is easily accessible for external connections. This means that this internal IP asset is a potential vulnerability within the system. A security analyst could use this sub-graph to identify potential vulnerabilities within the system.

**Summary**

The communities presented in Section 2.4.3 are representative of the types of communities that are present in the data set. There are some variations on the number of internal or external IPs in a sub-graph, but the overall structure is the same.

A graph with multiple alerts raised by several IPs that have similar network traffic is shown in Figure 2.5. Such a graph could be used by an analyst to investigate these alerts in the context of several IPs together.
Figure 2.8: Community 3 partitioned by the Louvain algorithm.
instead of looking at each alert individually. Figure 2.7 leads to a potentially malicious IP from an outside source that targets multiple IPs that are similar in the network. The external IP is a possible candidate for the blacklist of the firewall. Figure 2.8 depicts an internal IP that has numerous alerts generated by multiple external IPs, which is potentially a vulnerable asset in the system. This type of graph can provide easy visuals for security analysts to discover vulnerable assets that require extra security measures.

Although each of the sub-graphs themselves do not suggest malicious campaigns from malicious actors, the graphs are useful for analyzing alerts in groups instead of individually. These figures are examples of ways that the alert graph could be used to assist security analysts with their efforts in finding security incidents from IDS alerts.
3. Discussion

3.1 Conclusion

This project presents a method to group alerts together and visualize them through alert graphs. Information from network connection events are incorporated through IP similarity scores calculated using the IP embedding. Overall, this alert graph presents the alert-to-IP relationship and the IP-to-IP relationship in a way that is easily interpreted by security analysts.

This alert graph could be used to assist security analysts with their efforts in finding security incidents and vulnerabilities in their system. In Section 2.4.3, multiple sub-graphs of the alert graphs are presented and its potential usage to the security analysts are presented. Although each of the communities themselves do not suggest malicious campaigns from malicious actors, the graphs are useful for analyzing alerts in groups rather than individually.

3.2 Future Work

Multiple future directions can be taken from different sections of this project.

**IP Embedding** The current approach of this project uses only the source IP, destination IP, and port to train the IP embedding. The network event data provided has other useful information such as packet size, country, timestamp, etc. Training the IP embedding using different features would encode different contextual information into the embedding and this would have a significant impact on the alert graph topology generated in the later stage. A possible future direction is to experiment using different combinations of features for IP embedding generation and create a metric to evaluate each IP embedding.

**Alert Graph Generation** Currently, the alert graph is constructed using all of the alerts generated by the IDS. As a result of this, the alert graph is extremely dense with a large number of vertices. It would be useful to apply alert aggregation techniques before the graph creation step so that the resulting graph visualization is easier to interpret.

**Community Detection** This project uses Louvain and Clauset-Newman-Moore greedy modularity maximization algorithm for community detection. These two community detection methods use modularity to partition the graph into different clusters. Other metrics can be used to partition a graph, such as silhouette index, conductance, coverage, and performance [4]. Overlapping community detection algorithms should be considered as well. With a good alert graph, it would be useful to study different clusters created by different community detection algorithms.
**Dataset**  As mentioned in the Methodology section, there are no known attacks present in the dataset used for this project. This means that all the results discussed in this paper are only speculations.

Since the experiment is on the alert correlation part of an IDS, this project uses IDS alerts instead of raw network traffic data. This means publicly available datasets cannot be applied directly to this project since most public datasets only contain network traffic data. Instead, the scope of this project is limited to the IDS alerts generated by the Toronto company's IDS that is based on a real company’s network traffic.

To overcome this problem in the future, one can utilize existing IDS software such as Bro and Suricata to create IDS alerts on top of existing public datasets. This would provide a better evaluation of the graph visualization since the graph partitions can be compared to the attack campaigns present in the dataset.
4. Appendix

Code and implementation of the project can be downloaded from:

https://drive.google.com/open?id=1NcuoJVPv88WrtA Ae61 bq6L9gYoW1m

If you wish to gain access to the private GitHub repository, please contact me at shellywang@cmail.carleton.ca.
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