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1. Introduction
	In zoology, altruism is defined as behaviour of an animal that benefits another at its own expense. At first glance, the existence of altruism seems to contradict evolutionary theory, as performing actions at one’s expense should necessarily reduce an individual’s fitness. In 1971, Trivers, R. (1971) reconciled altruism and evolutionary theory by proposing the model of reciprocal altruism. For example, reciprocal altruism is beneficial in a prisoner’s dilemma. As demonstrated in game theory, a selfish strategy is only dominant in the short-run, whereas altruistic behaviour can be the best strategy in the long-run if it is reciprocated.
	A combination of common sense and specialized knowledge of a specific species can be applied to determine if behaviour is altruistic. However, in order to determine whether or not altruistic behaviour is truly reciprocal, rather than reciprocated by coincidence, statistical techniques need to be applied. While cases of reciprocal altruism are particularly points of interest to some biologists and psychologists, the statistical techniques in this report can be applied to any behaviour that is believed to be reciprocal, i.e. reciprocity. These techniques can also be applied to two behaviours that may be believed to be exchanged for one another, i.e. interchange.

2. Preliminaries
2.1. Relative Reciprocity and Relative Interchange
	This report focuses on the definitions of reciprocity and interchange as defined by Charlotte Hemelrijk in 1990. Reciprocity is the exchange of similar acts. Interchange is the exchange of different kinds of acts. In each interaction, there is an actor and a receiver. For example, if individual X grooms individual Y, then X is the actor and Y is the receiver in this interaction. Reciprocity or interchange may be described as relative. For a particular type of action, a species may exhibit relative reciprocity if a typical individual will be more likely to act for individuals from whom they have received the action more frequently. For example, suppose chimpanzees exhibit relative reciprocity when grooming. If chimpanzee Y grooms chimpanzee X more often than chimpanzee Z grooms chimpanzee X, then it can be expected that chimpanzee X grooms chimpanzee Y more often than chimpanzee X grooms chimpanzee Z.
	Similarly, interchange may be described as relative in the following case: Suppose individual X receives action B from individual Y more often than X receives B from individual Z. Then it can be expected than Y receives action A from X more often than Z receives A from X.

2.2. Qualitative Reciprocity
	For a particular type of action, a species may exhibit qualitative reciprocity if a typical individual will be more likely to act for individuals from whom they have received the action at least once. For example, suppose vampire bats exhibit relative reciprocity when feeding other bats. If bat Y has regurgitated blood for bat X at some point, but bat Z has never regurgitated blood for bat X, then it can be expected that it is more likely that bat X may regurgitate blood for bat Y than bat X regurgitates blood for bat Z.
	In fact, qualitative reciprocity for blood regurgitation among vampire bats has been demonstrated by data collected by Wilkinson, G. (1984). Twelve instances in which a bat was starving and would fall below viable weight within 24 hours were recorded in sequence. Eleven of these instances resulted in blood sharing, with the receiver and actor(s) both being noted in each instance. In six of these instances, the bat who was starving had previously regurgitated blood for another bat, who is considered a potential reciprocator. In four of these six cases, at least one donor had in fact previously received blood from the current receiver. Hence there were four cases if reciprocal feeding, out of six possible cases. One could state the null hypothesis is that each present bat is equally likely to feed the receiving bat in each case. Then one possible test statistic is the sum of six independent non-identical Bernoulli random variables, where the probability of success depends on the number of donors, the number of potential reciprocators and the number of bats in the same cage. Using this test statistic, Wilkinson’s analysis implies the presence of qualitative reciprocity for blood sharing among vampire bats with p = 0.009.
	Another test statistic that may be used is the sum of non-identical hypergeometric random variables. For most observations, since there was only one donor or one potential reciprocator, these hypergeometric random variables would have the same distribution as a Bernoulli random variable. The one observation which had two donors and two potential reciprocators has parameters N=6, n=2 and r=2. When the data is viewed this way, there were five cases of reciprocal feeding out of seven possible cases, and the p-value is about 0.007.
2.3. Sociomatrices
	Consider a population of n individuals. For each dyad (i, j), i≠j, one can record the number of times the ith individual has done a particular action for the jth individual. Then one can construct a nxn sociomatrix where the entry in the ith row and jth column is the number of times the ith individual has done a particular action for the jth individual. Suppose the action in question is grooming and consider the following sociomatrix as and example:(1)



	This matrix implies that A has groomed C 25 times and C has groomed A 22 times. This matrix will be discussed further when the Kr statistic is introduced.

2.4. Kendall’s Tau
	Kendall’s Tau is a rank correlation statistic that describes the relation between two sets of rankings. Consider a set of n individuals and let  and  be rankings according to two different variables. We can define  as follows:(2)


	The sign function is defined as follows:  (3)


2.5. Motivation for the Kr Statistic
	Suppose a population of three chimpanzees is observed until the number of grooming bouts for each if the six unidirectional dyads are different from each other. Assume further that each grooming bout takes place independently from each other and they are equally likely to take place within each of the six unidirectional dyads. When the data is recorded, it is reduced to ranks corresponding to the frequency of each interaction. For example, suppose the original data is as follows:

The data would then be reduced to ranks as follows:

	The experiment may conclude with any of 6! = 720 equiprobable 3x3 “ranks” matrices. One may compute three Kendall’s Tau statistics (in this case n is reduced by one) by taking the non-zero entries in the ith row and ith column, i = 1,2,3. Each tau is either -1 or 1, each with probability 0.5. Assuming each of the three taus are independent, then the sum would be , where .
	
However, if we add up the three taus for each of the 720 possible “ranks” matrices, we get the following frequency distribution (See Kr3.R in appendix):
	
	-3
	-1
	1
	3

	Frequency
	132
	204
	276
	108

	Frequency if Taus are Independent
	90
	270
	270
	90


Table 1. Frequency Distribution of sum of three Kendall’s Taus computed from rank matrices
	Thus, despite efforts for making strong assumptions that may help for using the Tau statistic, it turns out that the taus cannot be treated independently. Therefore, we will consider the sum of the taus multiplied by  as one aggregate statistic, called , and proceed using bootstrap methods, as described below.

3. The Kr Statistic
3.1. Definition
	Consider two matrices X and Y. X is a sociomatrix. In a test for reciprocity, Y is the transpose of X. In a test for interchange, Y is the transpose of some other sociomatrix, so that the column indicates the actor and the row indicates the receiver. The order of individuals within a population must be kept the same for both X and Y.
	The Kr statistic (Hemelrijk, 1990b) resembles Kendall’s Tau but is computed using two nxn matrices:(4)


	 is bounded between  and . Diagonal entries are ignored because they are always zero in any social interaction matrix. If we consider the matrix X in equation (1) and let Y be the transpose of X, we obtain .

3.2. The Kr Test
	Hemelrijk (1990) proposed the following method for testing relative reciprocity or relative interchange:
	First, compute the  statistic using social interaction matrices X and Y. Then, keeping X fixed, generate N ≥ 1,000 permutations of Y independently of one another by changing the ordering of individuals in the population. The ordering of actors should correspond to the ordering of receivers so that each diagonal entry must be zero. Compute the  value with respect to X and each on the N generated permutations of Y, and compare them to the original value of . The p-value is the number of  values generated via bootstrapping that are greater than or equal to the original , divided by N.

3.3. Important Remarks Regarding the Kr Test
	Consider once again the sociomatrix X in equation (1). Although the Kr statistic for X and its transpose attains the highest possible value of , performing the Kr test provides a modestly significant p-value of about 0.04. For a population of 4 individuals, the p-value cannot lie below 0.04, because there are only 24 possible permutations of the population. Likewise, the Kr test among three individuals cannot pass a test of significance test with  because only six permutations are possible. Therefore, a population of at least 5 individuals is strongly recommended, but be aware that there will be many missing data points if the observed population is too large.


	Furthermore, when the data for each sociomatrix is collected, all pairs of individuals should have equal opportunity to interact among each other. If this is not the case, then the data should be adjusted to reflect the frequency of interactions per opportunities available. Otherwise, spurious significant results of the Kr test could result from the number of opportunities for interactions. Alternatively, if individuals need to be added or removed from the population during the experiment, a new set of data can be started when the population changes, or the new individual(s) and/or absent individual(s) may be ignored.
3.4. Reasons for Using the Kr Statistic
	Different species of animals behave very differently from one another, which causes two major challenges for designing appropriate statistical tests. First, the type of social interaction in question may not be able to occur at the discretion of the researcher, which limits one’s ability to set up controlled experiments. See Seyfarth et al (1984) for an example of a controlled experiment that is closely related to our definition of relative interchange. Secondly, there seems to be no distributional assumption that is appropriate for all species when testing for reciprocity or interchange at a group level. For example, it is usually not reasonable to assume that all individuals within a population are equally active in partaking in a particular social interaction. It is therefore natural to resort to non-parametric statistical testing.
3.5 Application: Grooming Interactions among Spider Monkeys
	Leiva et al. (2008) created a social interaction matrix for grooming bouts among six spider monkeys. Using this data, they performed their own statistical tests and found strong evidence against absolute reciprocity. The criterion for relative reciprocity is much more relaxed than the criterion for absolute reciprocity. This leaves relative reciprocity among spider monkeys open for investigation. Applying the Kr test (Figures 2-4 in appendix) to the data yields a Kr value of 13 and a p-value of about 0.14, so there is weak evidence in favour of relative reciprocity among spider monkeys.





4. The Matrix Partial Correlation Statistic
4.1. Kendall’s Partial Rank Correlation Statistic 
	Consider a set of n individuals and let ,  and  be rankings according to three different variables. There are  pairs of individuals. For each pair    , we consider the direction of inequality for the following three pairs: , , and . Let  be the number of pairs  for which the direction of inequality agrees for all three rankings. Let b, c and d be the number of pairs  for which the direction of inequality agrees for only X and Z, only Y and Z, and only X and Y, respectively. We have the relation .
	We have the following equivalent definition for Kendall’s Tau: (5)
(7)
(6)




M. G. Kendall (1970) defines the partial rank correlation coefficient of X and Y with Z as follows: (8)


	Kendall proved that the definition of the partial rank correlation coefficient is equivalent to the following:(9)








4.2. The Matrix Partial Correlation Test
	Suppose the Kr test produced significant results in favour for relative reciprocity for social interaction matrices X and Y, but it is believed that this relation is a by-product of another matrix Z. Hemelrijk (1990b) proposed the following partial correlation test to determine if a significant part of the reciprocity is not explained by Z:
	First, when computing the Kr statistic between X and Y, there may be the following numbers of ties in the kth row of the matrices X and Y, respectively:(10)




	Then we can make the following adjustment to express the Kr statistic as a value between -1 and 1:(11)


	Similar to Kendall’s partial rank correlation coefficient, we can define the matrix partial correlation coefficient as follows:(12)


	The procedure for the matrix partial correlation test is very similar to the Kr test. Given X, Y and Z, the observed  is computed first. Next, holding Z constant, permutations of X and Y are generated independently of one another N ≥ 1,000 times. For each iteration, the value of  among the new matrices is compared to the original; The p-value is the number of generated matrix partial correlation coefficients that are greater than or equal to the original, divided by N.

4.3. Implementing the Matrix Partial Correlation Test
	Figures 5 and 6 contain the R code which can perform the matrix partial correlation test for any sociomatrices. MPCTfI.R tests for interchange, and it requires two sociomatrices X and Y, and a third matrix Z of equal dimension. MPCTfR.R tests for reciprocity, and it requires only one sociomatrix X and another matrix Z. The code in figure 7 simply verifies that MPCTfI.R and MPCTfR.R obtain the same results summarized by Hemelrijk, 1990: Table 2.
	Consider, for example, the data in Seyfarth, 1980: Table IV regarding grooming bout initiations among group A of vervet monkeys. Since individual LL was not involved in any alliances (Seyfarth Fig. 4), that individual is omitted from the sociomatrix. The resulting sociomatrix is as follows:

	The alliances in group A expressed in figure 4 of Seyfarth can be expressed as a matrix as follows:

	It should be noted that when doing the matrix partial correlation test, Y should be transposed so that the rows represent the receivers and the columns represent the actors. Also note that since categorical data was provided, each category is assigned a number such that a larger number corresponds to a category with a larger rate of alliance. A zero entry corresponds to no alliance, a one corresponds to a rate of alliance between 0.01 and 0.04, and a three corresponds to a rate of alliance of at least 0.1. Only the direction of inequality between entries matter, so the choice of numbers is somewhat arbitrary.
	Finally, individuals are already placed in order of dominance rank. Since we want to determine whether or not the relationship between grooming bouts and alliances is a by-product of dominance rank, we take the third matrix Z as follows:

	Note that there are a few ways Z could have been chosen to get the exact same results. In Z as selected above, 1 denotes the column for an individual with highest dominance rank, and 7 denotes the column for an individual with lowest dominance rank. Reversing the meaning of these numbers, i.e. 1 for lowest and 7 for highest, gives exactly the same results for this test. To see why this is true, consider equations 4, 11 and 12. Changing Z this way gives the additive inverses of the original , ,  and , which in turn provides the same result in equation 12. The same end result would also be obtained if each entry in Z represented difference in dominance rank.
	Performing the matrix partial correlation test for these three matrices provides the values  for interchange and  for reciprocity, which exactly agrees with the results in Table 2 of Hemelrijk.
4.4. Application: Matrix Partial Correlation Test for Reciprocal Feeding in Vampire Bats
	Carter G. and Wilkinson G (2013c) conducted an experiment in which one randomly selected bat was fasted on each day of the experiment, and food sharing would be observed between the donor bat(s) and the fasted bat. In each case, the fasted bat was the receiver and the donor(s) were the actors. The amount of food shared was quantified by the total duration of mouth licking bouts, divided by the number of opportunities for each bat to be fed by the donor.
	Carter and Wilkinson used permutation tests involving regression to analyze their data. While permutation tests work around the issue that errors are unlikely to be independently normal, it is questionable to be fitting linear models in data sets containing many zeroes. Therefore, the data will be reconsidered using the matrix partial correlation test. In this case, the social interaction matrix X represents the amount of food shared, and Y is the transpose of X. See the R code in figure 8 of appendix. Mouth-licking_observations2012.csv can be found in the data supplement from Carter and Wilkinson. The data in relatedness25.csv was obtained by using Kalinowski’s ML-Relate program (2006) to analyze Carter and Wilkinson’s genotypes2012.csv.
	Unfortunately, we did not have access to the data for which bats were present for each day of the experiment. Since the ongoing addition and removal of bats could cause spurious result strongly in favour of reciprocity, the data was analyzed for three different periods: December 6, 2010 to January 1, 2011, August 7, 2011 to August 27, 2011, and January 3, 2012 to January 22, 2012. This does not mitigate the problem entirely, but the populations in each of these three periods were relatively stable compared to the duration of the entire experiment. For each period, only the bats which were fasted and subsequently received a food donation were considered for the matrix partial correlation test. Here, the number of opportunities for feeding is taken as the number of times each receiving bat was starved.
When using the Kr test for reciprocity, the Kr values are 78, 4 and 48, and the p-values are 0.0005, 0.2835 and 0.0405 for each respective period. Using Fisher’s combined probability test gives a p-value less than 0.001, which is strongly in favour for relative reciprocity for food sharing among vampire bats.
	Now we check if this relation may be a by-product of relatedness. The matrix partial correlation coefficient for each period is 0.3267, -0.0019 and 0.1556, with respective p-values 0.003, 0.5435 and 0.047. The p-value for Fisher’s combined probability test is less than 0.005, which strongly suggests reciprocity is not merely a by-product of relatedness.
	These results should be taken with a grain of salt due to the inability to exactly account for the number of feeding opportunities between each dyad given the data available. It is worth noting, however, that the results here somewhat coincide with Carter and Wilkinson’s results; their best multivariate regression model for explaining food donated included food received, but not pairwise relatedness.






5. Conclusion
	The reader should be aware that this report only discusses a few possible interpretations of reciprocity. As it stands, discussion of reciprocity “requires crossing an unfortunate semantic quagmire” (Carter & Wilkinson, 2013b). Relative reciprocity, as discussed in this report, depends on the receipt of actions from specific individuals. Other types of reciprocity include generalized reciprocity, where the individual who receives an action is not concerned with the actor of each action, and absolute reciprocity, which implies perfectly symmetric behaviour within each dyad. See Rutte & Taborsky (2007) for discussion on generalized reciprocity. See Leiva et al. (2008) for a statistical test for absolute reciprocity. Image scoring, in which individuals are most likely to act altruistically for individuals who have been observed to act altruistically, is another plausible mechanism for which altruism may emerge in evolution. See Bshary & Grutter (2006) for a discussion on image scoring.
	The matrix partial correlation test has the advantage of being able to determine if an extraneous variable is responsible for reciprocity or interchange observed in the Kr test. This is useful when methods for performing controlled experiments are not available. However, the partial matrix correlation test does not provide any way to consider more than one extraneous variable simultaneously. Performing permuted multiple regression as Carter and Wilkinson did does provide a way to consider many variables, at the expense of either using many zero entries in regression or omitting many data points. Thus, there is plenty of room for improvement in statistical tests for reciprocity.










Appendix: R Code
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Figure A1: Kr3.R
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Figure A2: MCTfR.R
[image: ]
                   [image: ]
Figure A3. MCTfI.R
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Figure A4. R code for testing relative reciprocity among spider monkeys
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Figure A5a. MPCTfI.R, Part 1
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Figure A5b. MPCTfI.R, Part 2
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Figure A5c. MPCTfI.R, Part 3
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Figure A6. MPCTfR.R
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Figure A7. R code which verifies the implementation of MPCTfR.R and MPCTfI.R
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Figure A8a. Matrix Partial Correlation Test for Bats.R, Part 1
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Figure A8b. Matrix Partial Correlation Test for Bats.R, Part 2
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108

109 TeSTTXYZ <~ (TeSTTXY - TestTXZ*TestTvz)/(sqrt(1-TestTxz/2)*sqrt(1-TestTvz/2))
110

11~ AF (Testrxvz = TXv2) {

112 pep+l

113 ¥

114 ¥

115

116 p < p/2000

117

118 print(paste("partial Tkr
119 print(paste("p = ",p,sep:
120

121 return(c(tvz,p))

122

123 }





image9.png
1 #Matrix Partial correlation Test for Reciprocity
2 #Tests for reciprocity within sociomatrix x,

3 #keeping the effect of matrix z constant.

4 #Returns a vector containing partial TKr and p-value.
5+ MPCTFR < function(x,2) {
6
7
8
9

Y o< T
source("MPCTFI.R")

10 return(MPCTFI(X,Y,2))
11}




image10.png
4)05.3.

Sha w BN W -

R i

106 M TS W H S

5% % s S m 299

296 W S S v S v

O S w

AP S B e

“SS < NAS % % S w

N9 T gRg T g 9o

Gac v RS v R S u

Nod < 286 < ~ o u

et ot ogng Ty g1

dse < 946 < 5 <

NS ¢ 225 9 8 S 4

556 < 2%6 % m 4 <

92 T gnie Tt g 4%

86s @ Srchm 1 o

§iSpM dusre 2 S

otk Jedteo%as

e o R

GG omngnsanighes o

SSE Mg i mm S dS m

Sgeoniignin g o

S igmie Sre MG SS M

NRdSmRni8dcmneda o

...... ghdanne 4 o

hiconnfcoennatd o

SHSSNNANdINN TS @

S<dcnnigconieng N Fm

gEdgan g3igaanens ' qEN

GG NN S edoNNSRS N NN

PP A A P SEYNRN

G NrcarnoNeARSan figsny

g MO Amenense o EEEEEY)

A5SSNESne NG ang BREEXE

I P NI FEEEEE
.......... A

tiddidusssdddneadt GEEEEL

88ScHesSc e n®diit 33333

R e B P Vv Ly

gnrdadanderdd tdndde 22222

Sincadlemods8 tiods

iamedefengdge s1gde cayszmy

SUSrddgesodnsassds ~n S8R5

SRgrnegdgedigrngsde on BREERR

g & gng & gng g g e groooog

X X U x x U x x U Hd panman

RO EE Y E Y F 5353EE

EE SRR FEE; OBE 8Eisi

fE b oEEhoEoEL FfogpEeis

EE§EEFEE K FE OSESTUT

B% B S o Ew e L EEEYSY

Ly 4 o vy 4.y U8 PYLESS

AR R S R RN O 11121
s s g @ @ o 33 855

£ ¥ 2 28R YN B3 RRREEY

HNmenENBOONMT e @O S N N o ®

SE Y0NS 29N Y GR NPT RRNE




image11.png
BN AW

10
11
12
13
14
15
16
17
18
19
20
21
2
23
2
25
26
27
28
29
30
31
32
33
34
35
36
37~
38~
39
40+
41
42
43
44
45
46
a7+
48
49
50
51
52
53
54
55
6

require(x1sx)
relatedness < read.csv('relatedness2s.csv")
m.relatedness <~ as.matrix(relatedness[1:25,2:26])
for (i in 1:25) {
for (j in1:25) {
iU =) 1
m.relatedness[1,j] < 0
¥
if (is.na(m.relatedness[i,j1)) {
m.relatedness(1,j] < 0
¥
¥
¥

#Convert a Tower triangular matrix to a symmetric matrix
m.relatedness <~ m.relatedness + t(m.relatedness)

bat.names <~ c("cerce”,"gelfing”,"bella", "streblick”, helsing”,
"fuschia”, "parmalee”,"vampirella”,"veronica”, "maribelo”,
"countess”,"lucy”,"mya”, "gomez", "artimis",
"barnabus”, "des1","dot", "edward”,"flapper™”,
"mina”,"speedster”, "tequilla”,"thecount”,"vlad")

#First, test data from Dec. 6 2010 to Jan. 1 2011
donations < matrix(rep(0,2542),25,25)
observations <- read.csv(“mouth-1icking_observations2012.csv")
colnames (donations) <- bat.names
rownanes (donations) <- bat. names
dates <~ as.character (observationssdate. .year . month. day)
subjects <- as. character (observations$subject)
donors <- as. character (observations $donor)
date <~ "
#Each day a bat s starved presents one opportunity to feed that bat.
opportunities <- matrix(rep(0,25/2),25,25)
colnames (opportunities) <- bat.names
rownanes (opportunities) <- bat.names
for (i in 1:251) {
if ((donors[i] % bat.names) && (subjects[i] %in% bat.names)) {
donations[donors[1],subjects[1]] <- donations[donors[i],subjects[11] + observationssduration.s. [1]
if (dates[i]'~date) {
date <~ dates[i]
opportunities[,subjects[]] <~ opportunities[,subjects[i1] + 1

¥
¥

for (j in1:25) {
donations[,j] <- donations[,j]/max(opportunities[,jl,1)

¥

source("MPCTFR.R")

source("MCTFR.R™)

Gl <- c(1,3,4,5,6,8,9,10,12,13,24) #8ats known To be present from Dec. 6 2010 to Jan. 1 2011
Resultsla <- MCTfR(donations[Gl,G1])

Resultslb <- MPCTFR(donations[Gl,G1],m.relatedness[61,61])
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57 #Next, test data from Aug. 7 2011 to Aug. 27 2011
58 donations <- matrix(rep(0,25/2),25,25)

59 colnames(donations) <- bat.names

60  rownames (donations) <- bat.names

61 opportunities <- matrix(rep(0,25/2),25,25)

62 colnames(opportunities) <- bat.names

63 rownames(opportunities) <- bat.names

64~ for (i in 252:561) {

65- if ((donors[i] %ir% bat.names) & (subjects[i] %ir% bat.names)) {

66 donations[donors [1],subjects[1]] <- donations[donors[i],subjects[11] + observationssduration.s. []
67-  if (dates[i]'=date) {

68 date <~ dates[i]

69 opportunities[,subjects[]] <~ opportunities[,subjects[i1] + 1

70

71 ¥

72}

73+ for (j in 1:25) {

74 donations[,j1 < donations[,j]/max(opportunitiesl,j1,1)

75}

76 G2 <- c(3,8,9,12,13) #8ats known To be present from Aug. 7 2011 to Aug. 27 2011
77 Results2a <~ MCTFR(donations[62,62])

78 Resultszb <- MPCTFR(donations[G2,62],m. relatedness[G2,621)

79

80 #Finally, test data from Jan. 3 2012 to Jan. 22 2012

81 donations <- matrix(rep(0,25/2),25,25)

82 colnames(donations) <- bat.names

83 rownames(donations) <- bat.names

84 opportunities <- matrix(rep(0,25/2),25,25)

85 colnames(opportunities) <- bat.names

86 rownames(opportunities) <- bat.names

87~ for (i in 562:950) {

88- if ((donors[i] %ir% bat.names) & (subjects[i] %ir% bat.names)) {

89 donations[donors [1],subjects[1]] <- donations[donors[i],subjects[11] + observationssduration.s. []
90  if (dates[i]!-date) {

B date < dates[i]

92 opportunities[,subjects[]] <~ opportunities[,subjects[i1] + 1

93

94 ¥

95 1}

96~ for (j in 1:25) {

97 donations[,j] < donations[,j]/max(opportunitiesl,j1,1)

98 1}

99 63 <- (1,3,9,11,12,13,18,20,21,22) #8ats known to be present from Jan. 3 2012 to Jan. 22 2012
100 Results3a <- MCTFR(donations(63,63])
101 Results3b -- MPCTFR(donations G3.G3 1 .m.relatednessc3 G317
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40
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42

Krcount <- rep(0,4)
krvalues <~ c(-3,-1,1,3)

nfact <- 720 #Number of possible permutations
permMatrix <- matrix(rep(0,9),3,3)

perm < rep(0,6)

for (q in 0:(nfact-1)) {
code <- q #a number that uniquely determines each permutation
ind < 1:
for (ain 1:6) {

i < (code %/% factorial(6-a))+1
permial < ind[i]
ind < ind[-1]
code < code %% factorial(6-a)
¥
i<
for (ain1:2) {
for (r in (a1):3) {
permvatrix[a,r] <- perm[i]
i+l
¥
3
for (a in
for (r in1
permvatrix[a,r] <- perm[i]
i+l
¥
3
Kr < 0
for (ain1:3) {
for (i din (1:3)[-a]) {
A=) {
for (5 in (i+1):3) {
if Grea)
Kr <~ Kr + sign((permvatrix[a,i]-permMatrix[a,j1)* (permatrix[1,al-permvatrix[j,al))
¥

¥
¥

3

Krcount[(kr + 5)/2] <~ Krcount[(kr + 5)/2] + 1
¥
print (cbind(Krvalues,Krcount))




