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Abstract

Improvements to launch and recovery operations at sea are driven by the desire to

increase safety and operational availability. This thesis presents various tools to

improve motion compensation strategies in maritime launch and recovery: a 3D com-

puter simulator to examine wave synchronization, a signal prediction algorithm for

Go-NoGo states and a hardware set-up to simulate ship and wave motion.

The 3D simulator of towed body dynamics was advanced to model the wave

interactions with the cable and towed body as the body exits the water. Small scale

simulations were run to investigate the inclusion of wave synchronization in estab-

lished active heave compensation strategies where the hypothesis that wave synchro-

nization would reduce variations in cable tension was not supported; the simulations

demonstrated that wave synchronization increased variations in cable tension com-

pared to simulations not using motion compensation. The use of a signal prediction

method that forecasts a periodic signal based only on historic data of the signal was

explored. The method is a means to predict safe breach events where the prediction

algorithm was advanced and tuned to determine Go-NoGo states. A Go scenario

identified by the mean and one standard deviation of the predicted signal was found

to produce a Go-NoGo signal that agreed most with the desired Go-NoGo signal for

forecasts up to 10 s. For the development of laboratory equipment for the Carleton

University flume tank, a ship motion simulator was designed and built to emulate 5

degrees-of-freedom of ship motion and a kinematic analysis was performed to char-

acterize the system workspace. For producing waves in the flume tank, a design

methodology was developed for the design of a plunger-type wavemaker. A numer-

ical model for determining the wave amplitude to actuator stroke length ratio was

advanced to include the effects of a flow current. The design methodology enables the

designer to select an appropriate actuator and plunger shape based on an operating

point that incorporates multiple design variables.
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Chapter 1

Introduction

Improvements to marine launch and recovery operations are driven by the desire to

increase safety and operational availability during maritime operations. Conditions

while working at sea are dangerous: wind, waves and ocean currents interact with the

vessel and can cause erratic behaviour in both the vessel and its equipment. Figure

1.1 illustrates a vessel and towed body in a lifting operation. At the tip of the crane,

the sheave positions the cable over the stern of the ship and the winch is used to

reel-in and pay-out the cable. Launch and recovery operations often occur when

the host vessel is underway. The waves interact with the host vessel causing vessel

motion in six degrees-of-freedom. The ship motion imparts disturbances at the sheave,

which contacts the tow cable above the water surface, and subsequently imparts the

disturbance motion underwater to the towed body. Surface waves also interact with

the towed body as it nears the surface during entry and extraction. Previous work

in the field has advanced wave prediction methodologies and motion compensation

techniques that help to decouple the motion between vessel and towed-body while

mitigating risks of damage to the payload and vessel during operation.

A towed-body recovery operation is divided into three stages shown in Fig-

ure 1.2: operation (submerged), breaching and suspended. Methods for controlling
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Figure 1.1: Schematic of a ship and towed-body in a lifting operation.

the payload underwater are known; previous research has developed a towed body

active heave compensation (AHC) winch system that decouples the load motion from

the ship heave motion [3]. In the system a winch reels-in or pays-out the cable to

compensate for the vertical motion disturbance. Woodacre et al. used a model pre-

dictive controller with prediction to perform the control action of the winch [3],[4].

Knowledge of the water-to-air transition, breaching, is minimal and limited to studies

performed on moonpool operations where a load is lowered into the water through an

opening in the ship’s hull. When breaching, the payload is subject to hydrodynamic

slamming forces. In moonpool operations, wave synchronization methods have been

explored by Johansen et al. [5], where the effects of slamming forces were reduced

by synchronizing the payload motion with the surface wave motion at water entry.

Breaching causes a pendulum motion in the air due to the removal of water drag

forces during the suspended stage of recovery. Work has been done to counteract

the pendulum motion by Albada et al. [6], where energy dissipation methods were

investigated for a crane and winch system. Improvement to this energy dissipation

method requires a sea model to obtain sea disturbances. The focus of this thesis will

be on the development of tools for motion compensation during the breach phase of

towed-body recovery operations.

During the breach stage, wave synchronization is a method that has been

used to reduce the hydrodynamic forces on a payload as it enters and exits the water

2



CHAPTER 1. INTRODUCTION

Figure 1.2: The three stages of a recovery operation: 1) operation, 2) breach and
3) suspended.

by minimizing the relative velocity between the water surface and payload. Often,

wave synchronization is combined with active heave compensation for better control.

Feedforward compensator strategies have been investigated where the winch motor

speed setpoint is determined from the equations of motion of the motor and payload

[5, 7]. The performance of wave synchronization is evaluated by measuring the wire,

or cable, tension and hydrodynamic loads on the payload. Johansen et. al performed

small-scale experimental studies of combined active heave compensation and wave

synchronization systems with moonpool operations that succeeded in reducing the

standard deviation of the wire tension by up to 50 % [5].

While the water entry, or impact, stage is well documented for moonpool op-

erations, the water exit, or extraction, stage has not been fully studied. Furthermore,

research conducted for moonpool operations is not directly transferable to over-side

marine cranes, such as those that are the focus of this work, as the geometry of

both systems is different and the moonpool’s location within the base of the hull

has a damping effect on surface waves. Therefore, the first objective of this thesis is

to investigate the inclusion of wave synchronization in a set-point algorithm for the

control of a winch based compensator system to reduce the hydrodynamic loads on a

passive towed body during a recovery operation. A numerical model will be advanced

to include the effects of waves on a towed body as it is recovered from the water. Sim-

ulations will be performed to evaluate the performance of the wave synchronization

compensator strategy.
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Experimental and numerical model comparisons will be performed in the

flume tank at Carleton University where both wave motion and ship motion must be

emulated. However, the flume tank laboratory is not equipped to generate waves nor

simulate ship motion. Therefore the second objective of this thesis is to develop and

quantify a robotic ship motion simulator for the flume tank laboratory at Carleton

University. A flume-scale ship motion simulator will be created to emulate ship

motion based on scaled IMU data acquired at sea. Additionally, the third objective of

this thesis is to propose a design for a wave generator capable of creating waves in the

flume tank. The water channel conditions will be evaluated and a conceptual design

with all associated wavemaker theory will be provided for the flume tank conditions.

As a final objective of this thesis, the fidelity of a wave prediction algorithm

will be investigated as it applies to forecasting future breach conditions in any sea

state. Short term signal prediction is already used in active heave compensation

strategies [3]. In addition to objective one, the use of long term signal prediction

of ship motion to determine when a towed body should commit to breach within

motion thresholds will be studied. As part of this objective Go-NoGo states will be

developed and examined. In future work, the definition of a safe breach condition

will be investigated.

The key contributions of the research shown in this thesis are:

1. The inclusion of waves in a computer simulator that models towed body and

cable behaviour.

2. An investigation of the usefulness of wave synchronization in motion compen-

sator strategies in a recovery operation.

3. An investigation of the use of a wave prediction algorithm for forecasting long-

term future breach conditions.

4. The development of important laboratory equipment for the water channel test

facility at Carleton University.
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CHAPTER 1. INTRODUCTION

This thesis consists of six chapters. Chapter 2 contains a literature review

of existing literature concerning the development of water channel laboratory equip-

ment including a review of wave modeling methods for regular and irregular waves,

and a overview of the the existing water channel facility at Carleton University. Wave

synchronization is also introduced. Chapter 3 describes the process of advancing a

computer simulator of a cable and towed body in a towing operation such that the

simulator can also be used to simulate towed body and cable behaviour in a recovery

operation. The heave compensation strategies are amended to include wave syn-

chronization and simulation results for this described compensation method are also

discussed. In Chapter 4, a wave prediction algorithm is advanced for use with fore-

casting breach conditions and develops a Go-NoGo methodology. Chapter 5 examines

the testbed which was developed in this thesis work, describing in detail the design of

a flume scale wave generator and robotic ship motion simulator. A workspace analysis

is provided for the ship motion simulator and the results of preliminary testing of the

simulator are presented. Contributions of this thesis are summarized in Chapter 6

and potential improvements are suggested for future work.
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Chapter 2

Background and Literature Review

The work conducted for this thesis required the development of sophisticated lab

equipment necessary to emulate various sea environments. In this chapter, the design

specifications for the laboratory equipment are presented along with a review of the

literature that was consulted during the design process. Section 2.1 first reviews

the existing equipment at Carleton University followed by an overview of the ship

geometry and requirements for the ship motion simulator in Section 2.2. In Section

2.3, a review of the literature for modeling regular and irregular waves is discussed

followed by an overview of common types of wave generators in Section 2.4. Past

research conducted in wave synchronization is explored in Section 2.5. Finally, a

chapter summary is provided in Section 2.6.

2.1 Existing Equipment

The flow visualization water tunnel at Carleton University is primarily used for con-

ducting continuous flow tests that demonstrate fluid dynamic phenomena. The water

channel, depicted schematically in Figure 2.1, consists of an inflow delivery section,

contraction section, test section and discharge section. Flow is circulated by first
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CHAPTER 2. BACKGROUND AND LITERATURE REVIEW

entering the delivery section. It then passes through the contraction section where it

passes through honeycomb panels that straighten the flow to the test section. The

flow then exists the test section into the discharge section where it is recirculated

to the delivery section. Flow is circulated at a flow rate up to 2,800 gallons/minute

(0.18 m3/s) to provide up to 1.0 ft/sec (0.305 m/s) flow rate in the test section [8].

The test section consists of tempered glass for viewing with dimensions 24 in (0.61

Figure 2.1: Schematic of the water tunnel at Carleton University.

m) wide, 72 in (1.8 m) long and 36 in (0.91 m) high. Water depth h in this section

is adjustable to 2 in (0.05 m) below the top of the section walls.

For experimental testing, the ship motion simulator, which will be designed

and constructed as part of this thesis, will operate in the test section. The wave

generator, for which a conceptual design will be suggested within this work, must be

mounted upstream of the ship motion simulator. Dean and Dalrymple [9] recommend

that waves generated by a wave generator be fully developed progressive waves by the

time the waves propagate to the area of interest, which for this work is the flume tank

test section. Chapter 5 will investigate how far the wave generator must be mounted
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2.2. EMULATING SHIP MOTION

upstream in order to meet this criteria.

2.2 Emulating Ship Motion

Figure 2.2 illustrates the two coordinate frames used to describe ship orientation. The

x, y and z axes represent the inertial reference frame. The body-fixed frame, located

at the centre of gravity (CoG) of the ship, is represented by the X, Y , and Z axes.

The position of the ship CoG is defined by the vector pCoG in the inertial reference

frame. In the body-fixed frame, surge, sway and heave motion are along the axes X,

Y , and Z respectively. Yaw, pitch and roll are the three Euler angles ψ, θ and φ. By

convention, positive rotation is determined by the right-hand rule about each axis.

Figure 2.2: Reference frame for the six degrees-of-freedom of ship motion. Positive
rotations about each axis are counterclockwise.

The recorded ship motion data to be replicated by the robotic simulator is in

the body-fixed coordinate frame. For the scope of this work, the vessel is assumed to

be operating in the straight-ahead condition, i.e. the zero-yaw design condition, where

the ship bearing is ignored as this condition is common for tows, lifts and launch and

recovery [10]. It is therefore specified that the ship motion simulator must produce

motion in 5 degrees-of-freedom: the translations surge, sway and heave, and the roll
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CHAPTER 2. BACKGROUND AND LITERATURE REVIEW

and pitch rotations depicted in Figure 2.2. While the ship motion will be reproduced

in the body-fixed frame, ocean waves will be modelled in the world frame, which will

be defined later in this thesis.

2.3 Modelling Ocean Waves

The six degrees-of-freedom motion of the host vessel can be resolved from the mea-

surements of an onboard Inertial Measurement Unit (IMU). However, the surface

wave motion cannot be deduced from the measured ship motion due to the dampen-

ing effect that the vessel enacts upon the surface wave motion. As the surface waves

are a primary consideration of this thesis, it is important that they can be modelled

and reproduced experimentally. The waves that can be achieved in the narrow chan-

nel of the flume tank will be unidirectional, shallow water waves that are propagated

horizontally by the flume tank flow speed. It is desired that the wavemaker design

can reproduce both regular and irregular waves. A regular wave is monochromatic,

having a single frequency and amplitude. Irregular waves are random and represen-

tative of real ocean waves. The theory of both types of waves are introduced in the

following sub sections.

2.3.1 Regular Waves

Small-amplitude water wave theory produces the profile of a monochromatic ocean

wave under the simplifying assumptions that the fluid motion is irrotational and the

fluid is incompressible [11]. Under the assumptions of irrotational and incompressible

flow, there exists a velocity potential that satisfies the continuity equation

∇ · ∇φ = 0 (2.1)
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2.3. MODELLING OCEAN WAVES

where φ is the velocity potential, a scalar quantity whose gradient ∇ equals the

velocity field. Equation 2.1 is the Laplace equation: the governing second-order

differential equation which describes the conservation of mass [9]. Hence, solving for

the water wave profile becomes a boundary value problem.

The two-dimensional boundary value problem for regular water waves is

illustrated in Figure 2.3 where the main boundary conditions are identified: the

parameter L represents the wavelength, H is the wave height and h is the water depth

from still water level, η(x, t) represents the position of the free surface at position x

and at time t relative to the plane z = 0 and by definition has a zero spatial and

temporal mean. The Bottom Boundary Condition (BBC) describes the condition of

the lower boundary of Figure 2.3. For a horizontal bottom, such as the case of the

flume tank at Carleton University, the no flow condition applies, where

−∂φ
∂z

= 0 on z = −h. (2.2)

Figure 2.3: Schematic of the boundary value problem for a two-dimensional water
wave.

Two boundary conditions exist at the free surface: the Kinematic Free Sur-

face Boundary Condition (KFSBC) and the Dynamic Free Surface Boundary Condi-

tion (DFSBC). The KFSBC ensures that there is no flow across the free surface at
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CHAPTER 2. BACKGROUND AND LITERATURE REVIEW

the water-to-air interface such that

−∂φ
∂z

=
∂η

∂t
− ∂φ

∂x

∂η

∂x
on z = η(x, t) (2.3)

and the DFSBC describes the requirement for uniform pressure distribution across

the free surface boundary, where

−∂φ
∂t

+
1

2

[(
∂φ

∂x

)2

+

(
∂φ

∂z

)2
]

+ gη = G(t) on z = η(x, t) (2.4)

with g as the acceleration due to gravity and G(t) as the uniform distribution.

The final boundary conditions applied to the water wave problem are the

Periodic Lateral Boundary Conditions (PLBC). These lateral boundary conditions are

appropriate for channel flow and constrain the flow exiting the downstream lateral

boundary to re-enter the upstream lateral boundary. The periodicity conditions for

both time and space are

φ(x, t) = φ(x+ L, t) (2.5a)

φ(x, t) = φ(x, t+ T ). (2.5b)

The linearized solution to the water wave boundary value problem, was

proposed by Dean and Dalrymple [9], and the velocity potential φ is,

φ =
H

2

cosh k(h+ z)

ωcosh kh
cos kx sin ωt (2.6)

where the wave number k = 2π/L is related to the wave frequency ω = 2π/T by the

dispersion relationship,

ω2 = gk tanh kh. (2.7)

Retaining the linear terms of the DFSBC in Equation 2.4, the position of the free
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2.3. MODELLING OCEAN WAVES

surface η is

η(x, t) =
1

g

∂φ

∂t
=
H

2
cos kx cos ωt. (2.8)

The wave form of the solution in Equation 2.6 is a standing wave, a wave

form that often occurs when an incident wave is completely reflected by vertical

walls and appears to be stationary. The linear solution in Equation 2.6 is extended

to progressive waves that move through the medium, whereby two standing waves

90° out of phase are superimposed [9]. The velocity potential for a progressive wave

is then

φ = −H
2

g

ω

cosh k(h+ z)

cosh kh
sin (kx− ωt), (2.9)

with water surface elevation given as

η(x, t) =
1

g

∂φ

∂t
=
H

2
cos (kx− ωt). (2.10)

The dispersion relationship in Equation 2.7 describes the dispersion of a

propagating wave field that occurs due to the different wave speeds of the various

frequency components. Progressive waves propagate at wave speed C = L/T and the

dispersion equation quantifies the manner in which progressive waves slow down as

they enter shallow water, expressed as

C =
Lo
T

tanh kh, (2.11)

where Lo is the wave length in deep water, i.e where h/Lo > 0.5 [9]. As the water

depth in the flume tank has a maximum depth of 86 cm (34 in), the wave speed of

generated waves in the tank will be described by Equation 2.11.

Waves may propagate via various modes and one mode of interest to this

work is wave propagation via the fluid current. In the scope of this work, waves will

be propagating at the flume scale flow velocity of 0.3 m/s, which will represent the

12



CHAPTER 2. BACKGROUND AND LITERATURE REVIEW

the mean ship velocity in towed body operations. Assuming the current Uo is flowing

in the direction of propagating waves, one solution to the boundary value problem

proposed by Dean and Dalrymple is

φ = −Uox+
gH

2ω(1− Uo/C)cosh kh
cosh k(h+ z) cos (kx− ωt). (2.12)

The wavemaker must be capable of producing waves propagated by a current, the

theory of which will be explored in greater detail in Chapter 5.

2.3.2 Irregular Waves

The sea surface is composed of many waves moving in different directions with dif-

ferent frequencies, amplitudes and phases. Adequately describing the sea surface

requires a large number of superimposed, monochromatic waves [9]. Random ocean

waves are described by an energy density spectrum S(ω), which describes the energy

content of an ocean wave and its distribution over a range of frequencies [12]. Many

empirical spectrum formulas exist to define ocean waves. Each formula is site-specific,

but the most common spectral models are the JONSWAP, Pierson-Moskowitz (P-M)

and the Bretschneider models. The P-M spectrum is a one parameter spectrum rep-

resenting fully developed seas generated by local winds. A fully developed sea is

a sea condition produced by winds blowing steadily over a large distance for sev-

eral days where the waves are in equilibrium with the wind [13]. The two-parameter

Bretschneider spectrum is the most commonly used model for non-directional spectra

in the open ocean and has widely replaced the P-M spectrum as it does not require

the sea to be fully developed [14]. The JONSWAP spectrum is often used to describe

the fetch-limited conditions in the North Sea [15]. A fetch-limited sea is condition

where wave height is limited by the size of the wave generation area, or fetch [16]. It

is a special case of the Bretschneider spectrum to which a peak enhancement factor

accounting for fetch-limited conditions is added [14]. For the scope of this work, the

Bretschneider will be used for developing irregular wave profiles to generate waves
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2.3. MODELLING OCEAN WAVES

in the wave tank due to its widespread applicability to many ocean regions and the

simplicity of its empirical definition.

The Bretschneider spectrum model is empirically defined as

S(ω) =
1.25

4

ω4
o

ω5
Hs e

−1.25[ ω
ωo

]−4

(2.13)

where ω is the angular frequency, wo is the peak frequency of the spectrum and Hs

is the significant wave height. The peak frequency is related to the significant height

of the wave Hs, a statistical parameter that describes the mean wave height of the

highest third of the waves in the spectrum. The relationship between ωo and Hs is

[13]

ωo = 0.4

√
g

Hs

(2.14)

which describes how the peak frequency shifts with the value of the significant wave

height. Figure 2.4 plots the Bretschneider spectrum, S(ω), as a function of wave

frequency ω for various significant wave heights, Hs which are represented by various

line styles.

Figure 2.4: Bretschneider wave energy spectra.

Simulating irregular wave motion requires the time history of the wave to
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be computed from the wave spectrum model [12]. It is often practical to first express

the wave spectrum in terms of frequency f instead of angular frequency ω. The

Bretschneider spectrum then becomes [13]

S(f) = 2π
1.25

4

f 4
o

2πf 5
Hs e

−1.25[ f
fo

]−4

(2.15)

where fo is the peak frequency in Hz. The entire spectrum in Equation 2.15 is divided

into N frequency bands of width ∆f where the wave height within the frequency band

n is derived as [12],[17]

H(fn) = 2
√

2S(fn)∆f (2.16)

In Equation 2.16, fn is the mean frequency within the nth frequency band. The wave

profile in the time-domain is obtained from

η(x, t) =
N∑
n=1

H(n)

2
cos[k(n)x− 2πf(n)t+ ε(n)] (2.17)

where the wave number k is computed from dispersion relationship in Equation 2.7,

and ε is a random phase assigned to each frequency band to maintain the randomness

of the wave profile [12].

The significant wave height and modal period parameters that define the

Bretschneider spectrum also define a common term “sea state”.

2.3.3 Sea States

Sea states describe the general condition of the free surface of the ocean at any given

time and location. Several statistical parameters are used to describe sea states, such

as wave height and period. While there are many sea state definition standards, this

thesis will follow the definitions set out by the North Atlantic Treaty Organization

(NATO) and the World Meteorological Organization (WMO). The NATO/WMO sea

state code defines sea states by significant wave height and modal period, where the
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modal period corresponds to the peak frequency of the wave energy spectrum. For

the purposes of this thesis, it is desired that sea states 3 to 6 are replicated in the

flume tank. Table 2.1 summarizes sea states 1 to 6 [18]. The highlighted cells are the

sea states that will be recreated in the water channel.

Significant Wave Height [m] Modal Period [s]
Sea State

Range Mean Range Most Probable
1 0-0.1 0.05 - -
2 0.1-0.5 0.3 3.3-12.8 7.5
3 0.5-1.25 0.88 5.0-14.8 7.5
4 1.25-2.5 1.88 6.1-15.2 8.8
5 2.5-4.0 3.75 8.3-15.5 9.7
6 4.0-6.0 5.0 9.8-16.2 12.4

Table 2.1: Sea state definition by NATO STANAG 4194 Annex D.

Visually, the sea states can be plotted by the relation between the modal

period and significant wave height. For the Bretschneider spectrum described in the

section above, this relationship is fixed and the modal period Tp is, [12].

Tp =

√
240

Hs

g
. (2.18)

Figure 2.5 plots the modal period Tp as a function of significant wave height Hs

where the wave height and period ranges from Table 2.1 are shown. In Figure 2.5

the Bretschneider spectrum line passes through the sea states depicts where the the

Bretschneider spectrum model is capable of describing each sea state.

To recreate sea states 3 through 6 in the flume tank, the parameters must

be properly scaled. To accomplish the task of scaling the full scale ocean parameters

to the flume scale, dimensional analysis is performed using Froude scaling. Froude

scaling was selected due to its applicability to free-surface flows that are governed by

gravitational forces. For the Froude criterion to be satisfied, the following relationship

must be met
Π2
v

ΠgΠl

= 1, (2.19)

where where Π indicates a ratio of the full scale parameters to the flume-scale pa-
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Figure 2.5: Bretschneider spectrum with sea states.

rameters, Πv is the velocity ratio, Πg is the ratio of gravitational fields, and Πl is

the ratio of characteristic length, where the characteristic length represents both the

significant wave height and wavelength. The modal period Tp is related to wavelength

L and mean ship velocity Uo by

Tp =
L

U0

. (2.20)

Full-scale mean ship velocity is taken from the DSTO report [19] as 3.66

m/s. The surface flume tank flow speed of 0.305 m/s is used as an approximation

of flume-scale flow speed, as the waves are reasonably far from the bottom of the

tank where the flow speed is lower [1]. Full-scale wavelength is calculated from the

modal period ranges in Table 2.1 and both the full-scale and flume-scale gravitational

accelerations are taken to be 9.81 m/s. Using the Froude scaling criterion in Equation

2.19, the scaled sea states 3 to 6 are summarized in Table 2.2.

It is the sea states summarized in Table 2.2 that must be replicated by a

wave generator. The third objective of this work requires that a conceptual design

with all associated theory of wavemaker design be provided. An overview of existing
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Sea State
Significant Wave Height [m] Modal Period [s]

Range Mean Range Most Probable
3 0.004-0.009 0.007 0.42-1.23 0.63
4 0.009-0.017 0.013 0.51-1.27 0.73
5 0.017-0.028 0.023 0.69-1.29 0.81
6 0.028-0.042 0.035 0.83-1.35 1.03

Table 2.2: Flume-scale sea state definition based on Froude scaling.

wave generator designs is presented in the next section.

2.4 Wave Generators

In this section, an overview of the common types of wave generators is presented,

where the advantages and disadvantages of each type of generator are provided in

order to select a suitable option for the flume tank. A comprehensive review of the

different types of wavemakers is provided by Biesel and Suquet [20] and Chappell

[21]. The wave generator types are evaluated for use at Carleton based on the ease of

computing the required wavemaker displacement, i.e. stroke length, from the desired

wave amplitude, and the compatibility of the wave generator for generating waves in

a short channel. The wavemaker design must also allow for flow across the lateral

boundaries of the channel to simulate ocean current. Priority is to be placed on the

wavemaker type with fewer submerged parts as submerged parts are more difficult

to remove and maintain. The three common wave generator designs are piston-

type, flap-type and plunger-type wave generators. The following sub sections briefly

describe the wavemakers, while Table 2.3 provides a summary of the options with the

evaluation criteria.

18



CHAPTER 2. BACKGROUND AND LITERATURE REVIEW

2.4.1 Piston-type Wavemakers

The piston-type wavemaker, depicted in Figure 2.6, consists of a moveable wall that

pushes water in the longitudinal x direction as it is moved back and forth in the water

channel. This type of wavemaker is best suited for generating shallow water waves,

and therefore a long channel is needed to permit wave stabilization when deep water

waves are desired. An analytic solution exists for calculating the amplitude [9],[20];

however, this type of wavemaker is actuated inside the water channel and requires

substantial mechanical components to be submerged. The piston type wavemaker

typically does not allow flow through the channel, where no water exists behind the

piston. A wavemaker that has fluid on only one side of the moving component is

called a dry back design [22]. From the above analysis it is judged that a piston style

system is not well suited for the flume tank at Carleton.

Figure 2.6: Schematic of a laboratory scale piston-type wavemaker.

2.4.2 Flap-type Wavemakers

Flap-type wavemakers include both flexible and rigid flap types, illustrated in Figure

2.7. Rigid type flaps, schematic a) in Figure 2.7, are typically of simple construction

that are most suited for generating deep water waves. An analytic solution exists

for calculating the wave amplitude and required actuator amplitude [9],[20]. The

flexible flap type, schematic b) in Figure 2.7, can closely approximate water particle
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motion along the height of the wave channel and can produce stable and accurate

motions directly in front of the flap. The latter is advantageous for shorter length

water channels. The amplitude of the waves generated is not easily calculable for

actuation purposes [20].

Although flap-type wavemakers may be actuated above water, as with the

piston-type wavemaker, flap-type wavemakers require some mechanical components to

be submerged, most notably the hinge. Furthermore, like the piston type wavemaker,

flap type systems are also typically implemented as dry back systems. For the reasons

stated above, a flap style system is not well suited for the flume tank at Carleton.

Figure 2.7: Schematic of a laboratory scale a) rigid flap and b) flexible flap type
wavemaker.

2.4.3 Plunger-type Wavemakers

Plunger-type wavemakers are the less commonly used than either piston or flap-type

wavemakers. Figure 2.8 illustrates the plunger-type wavemaker in a water channel.

Waves are produced by the displacement of the plunger being periodically thrust into

and withdrawn from the water, where wave length and height are controlled by vary-

ing the period of oscillation and plunger displacement. The plungers may be various

shapes and cross-sections but the wedge shaped plunger is most common. While

an analytical solution does not exist to solve for wave amplitude, several numerical
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solutions exist like those formulated by Wang [23] and Wu [24]. The main disad-

vantage of plunger-type wavemakers is that they require longer channels to achieve

wave stabilization; however, as it will be shown in Section 5.1.1, it is theoretically

possible to achieve stable waves with the available test section length in the flume

tank. Plunger-type wavemakers do allow for flow across the lateral boundaries as the

plunger is cyclically retraced throughout operation.

Figure 2.8: Schematic of a laboratory scale plunger-type wavemaker.

Table 2.3 provides a summary of the existing wavemaker types and evaluates

them based on the ease of computing the required wavemaker displacement, the com-

patibility of the design with the water channel at Carleton, the amount of submerged

components and the design’s ability to allow for flow across the boundaries.

Analytical Short Submerged Boundary
Solution Channel Components Flow

Piston Known Not well suited Fully (poor) No
[9, 20]

Flap Known Well suited Fully (poor) No
[9, 20]

Plunger Numerical only Possible Can be Yes
[23, 24] retracted

Table 2.3: Summary of existing wavemaker designs based on design criteria.

Based on the overview of wave generator types above, the plunger-type

wavemaker meets most of the design requirements. The plunger-type wavemaker

can be mounted completely above the tank to avoid submerged components, and it is
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possible to compute the required stroke length to reproduce a given wave amplitude.

Plunger-type wavemakers are also versatile as the wavemaker can be outfitted with

different plunger shapes and sizes, depending on the wave profiles to be replicated.

Now that it has been established that waves could be replicated via a

plunger-type wave generator, to fulfill the first objective of this thesis, wave syn-

chronization methods need to be examined for launch and recovery operations.

2.5 Wave Synchronization

Wave synchronization is a concept that refers to the act of inducing an object to follow

the motion of waves. A simple approach to synchronizing the motion of a towed body

with the wave motion in an overside crane operation could be to allow the boom of

the crane to “nod” up and down with the wave motion. However, at full scale,

this method could require large on-deck equipment to operate unpredictably with the

changing wave conditions. As a primary motivation for this work is to advance efforts

of improving safety, this research will focus only on investigating winch based control

methods to achieve wave synchronization.

In the work presented by Sagutun et al. [2], combined heave compensa-

tion and wave synchronization compensator strategies are investigated for heavy-lift

offshore crane operations. The one dimensional equation of motion for a submerged

payload in a lifting operation, as presented in Sagutun et al. [2], draws from resources,

such as Faltinsen [11], Newman [25] and standards set by Det Norske Veritas (DNV)

[26], and previous work by Greenhow and Yanbao [27], that collectively present the

formulation of the hydrodynamics of submerged and partially submerged bodies in

both lifting and lowering operations.

Figure 2.9 shows the schematic of the laboratory scale moonpool adapted

from Sagutun et al. [2] and Johansen et al. [5] that consists of an electric motor and
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spherical payload attached to a wire that runs over a pulley that is suspended from

a spring. A spring was used to simulate wire elasticity in the scaled model [2]. The

vertical positions of the vessel, payload, motor and pulley are represented by z0, zTB,

zm and zs respectively. zr is the vertical position of the payload relative to the wave

surface elevation η at the centre of the moonpool. As defined by Sagutun et al. [2],

all coordinates are positive downwards where coordinates zTB, zm and zs are in the

body-fixed vessel frame and coordinates zr and η are defined with respect to the still

water level in the world frame.

Figure 2.9: Schematic of a laboratory scale moonpool with definition of the coordi-
nate system.

Saguten et al. reduced the equation of motion of the payload to one dimen-

sion to consider only vertical motion of the payload [2]. This simplification was made

by assuming that the vessel is kept at a mean fixed position and heading, relative to

incoming waves, and neglecting roll and pitch motion of the vessel, which are assumed

to be small compared to heave motion in the moonpool environment. The equations

of motion of the motor and payload are defined as,

mmz̈m = Fm + FT (2.21)
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m(z̈TB + z̈0) = mg + fz − FT (2.22)

where zm = Rθm, mm = Jm/R
2 and Fm = Tm/R with the pulley on the motor shaft

having radius R, while θm, Jm and Tm are the motor angle, motor inertia and motor

torque, respectively. The forces FT and fz are the wire tension and hydrodynamic

and static force on the payload of mass m. For the pulley with mass ms suspended

by the spring, the equation of motion is,

msz̈s + dsżs + kszs = FT (2.23)

where ds and ks are the damping and spring coefficients. As payload motion is due to

the wire being reeled in and payed out as well as wire elongation, in the body-fixed

vessel frame zTB = zm + zs. With the position of the payload now defined in terms of

motor and pulley positions, Equation 2.23 is rearranged to solve for the line tension

FT ,

FT = ms(z̈TB − z̈m) + ds(żTB − żm) + ks(zTB − zm). (2.24)

Sagutun et al. [2], Johansen et al., [5] and Fossen et al., [28] formulated the

hydrodynamic loads on the payload in the vertical direction given by,

fz = −ρgV– (zr)− ρV– (zr)z̈ − Zz̈r(zr)z̈r −
∂Zz̈r(zr)

∂zr
ż2r −

1

2
ρCDApz żr |żr| − dlżr, (2.25)

where ρ is the density of water, g is the acceleration due to gravity, V– is the volume

of water displaced by the payload, Zz̈r is the position dependent added mass from

[26] and [27], which accounts for the portion of the fluid surrounding the payload

that increases the inertia of the payload, CD is the drag coefficient, Apz is the pro-

jected effective drag area in the vertical direction and dl is linear drag. The first

term of Equation 2.25 is the buoyancy force, the second term represents the Froude-

Kriloff pressure force [26] and the third represents the contribution of added mass.

The hydrodynamic slamming loads that occur at the water exit and entry zone are

represented by −∂Zz̈r (zr)

∂zr
ż2r , where the negative sign means that slamming forces are
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directed upwards as the payload hits the water during entry. Finally the last two

terms of Equation 2.25 represent the viscous and linear drag.

For motion compensation of both heave and wave motion, Sagutun et al.

[2] employed feedforward compensator strategies as the main disturbances could be

reliably estimated from experimental measurements. Compensator performance was

measured by wire tension and hydrodynamic loads on the payload, where it was

desired that the peak values and variance of both performance metrics be minimized.

For the active heave compensation feedforward strategy, it was desired to make the

payload track a given trajectory toward the water surface by decoupling the payload

motion from the vessel heave motion. From Johansen et al. [5], the payload reference

signal żd is obtained by adding an estimate of the vessel’s vertical velocity ˙̂z0 to the

motor speed reference signal ż∗m and expressed as

żd = ż∗m + ˙̂z0, (2.26)

where the estimated vertical velocity of the vessel ˙̂z0 is obtained by integrating an

accelerometer signal in the body-fixed vessel frame.

For wave synchronization, the objective of the feedforward compensator is

to minimize variations in the hydrodynamic loads on the payload during the water

entry phase by synchronizing the payload motion with the moonpool water motion

during water entry and exit. From the equation of motion of the payload, Equation

2.22, and Equation 2.25, Johansen et al. [5] show that minimal tension variations are

achieved by minimizing the relative vertical velocity between the payload and water

surface żr. Defining η̇0 as the velocity of the wave surface in the body-fixed vessel

frame, it follows that żr = żTB − η̇0. As wave amplitude decays with depth of the

payload zTB, Sagutun et al. [2] defined a piece-wise function κ(zTB) to scale the wave

amplitude accordingly such that żr = żTB − η̇0κ(zTB). The wave synchronization
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feedforward compensator is then

żd = ż∗m + ˙̂η0κ(zTB) (2.27)

where ˙̂η0 is the estimate of the velocity of the wave surface elevation. Consistent

with Sagutun et al. [2], one can assume the water’s vertical velocity is constant from

the water surface to the bottom of the moonpool at the vertical position hm, and

that wave amplitude decays exponentially with depth zTB thereafter; hence κ(zTB)

is defined as

κ(zTB) =

1 zTB ≤ hm

e−k(zTB−hm) zTB > hm

. (2.28)

Finally, Sagutun et al. [2] define a factor α(zTB) to blend the active heave

compensation with wave synchronization such that wave synchronization only occurs

during the breach phase where the blended compensator strategy is given by

żd = ż∗m + ˙̂η0α(zTB)κ(zTB) + ˙̂z0(1− α(zTB)κ(zTB)) (2.29)

where α(z) is a position dependent factor defined such that it changes from zero to

one smoothly over the height of the payload hp as the payload is being submerged,

α(zTB) =


0 zTB < 0

zTB/hp 0 ≤ zTB ≤ hp

1 zTB > hp

. (2.30)

Sagutun et al. [2] also investigated the compensator control strategies that

were validated against laboratory scale experimental results. Tests were run in differ-

ent scaled sea states for both regular and irregular waves. It was observed that wave

synchronization by itself or in combination with heave compensation significantly re-

duced the variability in wire tension with “good repeatability” for the regular wave
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tests. The largest reduction was found when both wave synchronization and heave

combination were used, where the variability of line tension was reduced up to 54%.

Eikeland [7] advanced the wave synchronization crane control developed by

Sagutun et al. [2] to investigate wave synchronization for overside cranes where

the payload is being lifted from the sea. The same heave compensation and wave

synchronization control strategies described above were employed as control strategies

to obtain the control inputs for an A-frame crane. Eikeland [7] followed the same

assumptions as in [2] to simplify the formulation to the one-dimensional case where

the vessel was assumed to be kept at a mean fixed position and roll and pitch motion

were ignored. The model was simulated in Simulink where the results suggested that

a blended heave compensation and wave synchronization strategy provided better

tension variability.

Eikeland’s simplifications for the one-dimensional case are not realistic for

many over-side crane lifting operations. For many launch and recovery operations the

vessel is often moving at a constant speed such that drag forces on the payload can

no longer be assumed to only be in the vertical direction. Additionally, vessel roll and

pitch motion cannot be ignored like in the moonpool environment. Moreover, cable

dynamics should not be ignored. This thesis seeks to improve upon these shortcomings

in order to more accurately model lifting operations of an over-side crane operation.

2.6 Summary

In this chapter, various topics were discussed that are relevant to the design of a

robotic ship motion simulator and wave generator. Ocean wave theory was investi-

gated in depth, where both linear wave theory and the modelling of irregular waves

were discussed. The Bretschneider spectrum will be used to model irregular waves

due to its direct applicability to the definition of sea states. A plunger-type wave

maker will be designed for generating the wave profiles experimentally. Compensator

27



2.6. SUMMARY

strategies were also investigates for lifting operations where it was found to be ad-

vantageous to combine heave compensation and wave synchronization when lifting

through the wave zone.

The following chapter describes the three-dimensional formulation of the

wave synchronization control strategy for lifting operations.
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Chapter 3

Wave Synchronization Model and

Simulation

This chapter describes the advancement of a computer simulator that is used to model

a flume-scale towed body system in a lifting operation. Waves are introduced to the

model such that wave synchronization can be explored. The simulator is based on

the work of Calnan et al. [1, 29, 30] and consists of a cable model and towed system

developed in MATLAB and Simulink.

Section 3.1 provides an overview of the computer simulator developed by

Calnan et al. where the theory behind the rigid body cable model is discussed. Section

3.2 introduces the formulation of regular and irregular waves and the ship motion

used during simulations. The hydrodynamic loads on the cable and towed body are

discussed in Section 3.3 for when the body is fully submerged and during breach.

Section 3.4 discusses the combined heave compensation and wave synchronization

strategies based on the various setpoint algorithms [29]. The simulation results are

presented and interpreted in Section 3.5 while Section 3.6 summarizes the results.
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3.1 Towed body simulator overview

Calnan et al.’s [29] three dimensional towed body simulator consists of models for a

winch, cable and towed body subsystems. The simulator was developed to validate

the flume scale experimental results that quantified the performance of the AHC set-

point algorithms. The experimental setup consisted of a monofilament nylon cable

attached to a towed sphere. The system did not include a sheave as the cable went

directly into the water. Figure 3.1 shows the system schematic that was developed

in the Simulink environment based on the flume scale experimental system. The

waterline is located 46 cm below the winch at its start position.

Figure 3.1: Schematic of the towed body simulator system. The y-axis is directed
into the page.

Calnan et al.’s cable model is composed of a series of rigid body linkages Li,

represented by cylindrical bodies, connected by a universal joint [29]. The universal

joint between the linkages allows rotation about the xi and yi axes of each linkage,

but restricts zi rotation along the cable, consistent with the assumption of minimal

tow cable torsion described by Hover et al. [31], Driscoll et al. [32] and Kamman

and Huston [33]. Figure 3.2 depicts the typical configuration of the cable linkages Li

and Li+1 connected by a universal joint with the body-fixed coordinate frame located

at the centre of gravity of each cable link. The z-axis is always aligned with the

longitudinal axis of the cable linkage while the x and y axes are normal to the cable
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linkage. Rotational stiffness and rotational damping are applied at each universal

joint. External loads on the cable and towed body are applied at the centre of gravity

of each body. Table 3.1 lists the parameters used in Calnan et al.’s simulator [29]

that will also be used in the current thesis work.

Figure 3.2: Configuration of tow cable linkages connected by a universal joint with
respective co-ordinate frames. Adapted from [1].

Subsystem Simulator Parameter Value

Cable

Diameter 0.45 mm
Linear density 0.20 g/m
Rotational stiffness 4.488×10−6 Nm/deg
Rotational damping 3.116×10−9 Nms/deg

Towed body
Diameter 10 mm
Mass 1.33 g

Water
Density 1026 kg/m3

Viscosity 1.2x10−3 Pa·s
Winch Radius 17.35 mm

Table 3.1: Towed body simulator system parameters [1].

The previous work [1] measured the flow variation with depth that was

present in the flume scale experiment and determined an empirical linear relationship

between the mean flow velocity Ux(z) and depth z to be

Ux(z) = −0.5873z − 0.2304. (3.1)

The flow vector Ux is decomposed into the cable linkages’s body-fixed coordinate

frame. Uy(z) and Uz(z), the mean flow velocities in the world frame y and z directions,

are set to zero. Flow variance was also measured and modeled in the simulator as
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Gaussian white noise with standard deviations in the x, y and z directions to be

0.0300 m/s, 0.0262 m/s and 0.0152 m/s respectively [1].

The cable is reeled in and out via a prismatic joint that joins the first cable

segment to the sheave. In the previously developed computer simulator [29] a PD

controller provides position control of the winch system that outputs the amount of

cable to reel in or out based on the selected set point algorithm. A state space system

of a DC motor was used to model the winch motor to output a rotational acceleration.

The controller gains were tuned using the Simulink PID autotune feature based to

obtain a 90% rise time in 0.12 seconds without overshoot. For the current study, a

simplified winch model is used in which a PID controller outputs the amount of cable

to reel in and out directly to the prismatic joint connected to the first cable segment.

The following sections will outline the changes and additions made to Calnan et al.’s

simulator in order for it to replicate a towed body in a lifting operation.

3.2 Wave modeling and ship motion

Previously digitized ship motion data from the Australian Defense Science and Tech-

nology Organization (DSTO) report was used. The six degrees of freedom motion

profiles were resolved into three translational degrees of freedom and scaled to ±4

cm and presented in Figure 3.3 for the displacement time histories of the x, y and z

directions. The same ship motion profiles are used in the flume scale simulations in

the current thesis such that the results of Calnan’s heave compensation efforts can

be compared to when waves are added to the system.

Wave motion was added to the simulator in order to investigate wave syn-

chronization during breach. Both regular and irregular waves were modelled for sea

states 3 through 6 which are based on the scaled significant wave heights Hs and

modal periods Tp. The values of Hs and Tp for the sea states can be found in Table

2.2. Regular waves were modelled using linear wave theory, with the displacement of
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Figure 3.3: Resolved 3 degrees of freedom ship motion data scaled to ±4 cm from
the Australian DSTO report. Reproduced from [1].

the free water surface η(x, t) given by

η(xTB, t) =
1

2
Hscos

(
kpxTB −

2π

Tp
t

)
(3.2)

where xTB is the position of the towed body in the world frame x direction and kp is

the progressive wave number. Irregular waves were modelled from the Bretschneider

wave spectrum, with the wave profile given in Equation 2.17.

One must not only account for the surface waves but also the fluid motion

below the waterline as the fluid/wave action decays exponentially with depth. The
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factor κ(z), given by Sagutun et al [2] in Equation 2.28, is applied over the entire

flume tank depth in the simulator and changed to the simulator coordinate system,

such that

κ(zTB) =

e
kp(zTB) zTB < 0

1 zTB ≥ 0

(3.3)

The vertical velocity of the wave motion, κ(zTB) η̇(xTB, t), is added to the

vertical flow velocity in the flume tank Uo,z that is used in the derivation of external

forces discussed in the next section.

3.3 External forces

The hydrodynamic forces acting on the cable and towed body inline with the flow in

Calnan et al.’s simulator can be summarized by the Morison equation which models

the forces acting on a body in normal, non-uniform flow [34]. For flow that is decom-

posed into the body-fixed coordinate frame of the cable segments and towed body,

the Morison equation is expressed for each axis as

fext,x,y,z =
1

2
ρCD,x,y,zAp,x,y,z|Vx,y,z|Vx,y,z + ρCAV– V̇x,y,z + ρV– U̇o,x,y,z (3.4)

where ρ is the density of the fluid, CD,x,y,z is the normal drag coefficient for the three

primary axes, Ap,x,y,z is the projected frontal area of the body in each direction of the

body-fixed coordinate frame, Vx,y,z is the relative velocity between the body and fluid

flow, Uo,x,y,z is the flow velocity in each direction of the body-fixed coordinate frame,

CA is the added mass coefficient and V– is the volume of the body. The first term

of Equation 3.4 represents the viscous drag force on the body. The drag coefficients

CD,x,y,z for the cable and towed body are assumed to be constant as a function of

space and time. The second term of Equation 3.4 is the hydrodynamic mass force

representing the inertia added to the system by the surrounding fluid as it moves with
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the body [25]. The third term is the Froude-Krylov pressure force, as per Equation

2.25. The Froude-Krylov force represents the force created by an unsteady pressure

field generated by undisturbed waves [11]. In Calnan’s simulator, the assumption of

steady flow is applied such that the Froude-Krylov force becomes zero. As the towed

body sphere is very small in this study, drag forces will dominate the inertia forces

and thus the Froude-Krylov force can also be neglected.

In Calnan et al.’s numerical model the added mass of the cylindrical ca-

ble segments mCA and the towed sphere mSA are obtained from the following two

expressions respectively

mCA = ρπli
dc
2

2

(3.5)

mSA =
2

3
ρπ
dTB

2

3

(3.6)

where li is the length of each cable segment and dc and dTB are the diameters of the

cable and sphere respectively. The values of li, dc and dTB are found in Table 3.1.

The added mass values, mCA and mSA, correspond to the mass of the fluid displaced

by the body and are added to the inertial mass of the cable segment and towed body

in the simulator [1]. From Equations 3.5 and 3.6, values of 0.17 g/m and 0.26 g for

the added mass of the cable and towed body respectively were obtained [26, 29].

Buoyancy and gravitational forces also act on the cable and towed body in

the z direction of the world frame. The gravitational force FW acts in the negative z

direction in the world frame and is a function of mass and gravitational acceleration

g. The buoyancy force Fb acts in the positive z direction and is equated to the weight

of the displaced fluid. The buoyancy is a function of the displaced volume V– sub and

density of the fluid ρ and is given by

Fb = ρgV– sub. (3.7)

In the simulator, the external forces acting on the cable and towed body,
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as described above, are applied at the centre of gravity of each rigid body of the

Simulink model [1]. Buoyancy and drag are only applied to components that are

submerged. During breach, the towed body and cable elements are exiting the water

and possibly re-entering the water where elements are not fully breached. In Calnan et

al.’s model, the water exit is accounted for by setting the viscous drag and buoyancy

forces on a body to zero when the centre of gravity of any rigid body is detected

above the waterline. This step function definition of the drag and buoyancy forces

was judged to be sufficient for the heave compensation application where the majority

of the model elements remain fully submerged during operation. However, during

a recovery operation, all elements will eventually exit the water. In the current

thesis work, a simple “on/off” approach to modelling the external loads on a body

does not adequately model the dynamic breach phase, where the bodies are partially

submerged and still experience the effects of buoyancy and drag. Thus, improvements

were made in the simulator to model the external loads on the towed body during

breach.

3.3.1 Breach

Figure 3.4 illustrates the change in submerged volume and wetted area of the towed

body as it exits the water. External forces acting on the towed body in the x−z plane

are shown where only the viscous drag in the x direction is depicted. The solid area

refers to the portion of the towed body that is submerged and the hatched area refers

to the portion of the towed body that is not submerged. The geometry in Figure 3.4

is the same for the forces acting in the y−z plane, which are not shown. The position

of the towed body centre of gravity in the world frame z direction is zTB, and rTB

is the radius of the towed body. The parameter h describes the height of the sphere

that is submerged, with h described by the interval h ε [0, 2rTB].

The start of the breach phase is defined as the point in time when the

towed body just begins to exit the water, that is when zTB = −rTB. Similarly,
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Figure 3.4: Change in submerged volume and wetted area of the towed body as the
body is removed from the water during breach. Geometry is shown for forces
acting on the towed body in the x-z plane and is the same for forces acting in
the y-z plane.

the towed body is defined to have fully breached when zTB = rTB. The buoyancy

force during breach is therefore a function of the change in submerged volume over

the interval zTB ε [−rTB, rTB]. Figure 3.5 illustrates the parameters used in the

derivation of the volume of a partially submerged sphere V– breach which is obtained

by summing the volumes of cylinders with infinitesimal thickness dh and radius x =√
r2TB − (rTB − h)2 over the interval h ε [0, 2r].

Figure 3.5: Parameters used in the derivation of volume of a partially submerged
sphere where h ε [0, 2rTB] and x =

√
r2TB − (rTB − h)2.
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The equation to obtain the submerged volume of the towed body during

breach is therefore

V– breach =

∫ h

0

π
(
r2TB − (rTB − h)2

)
dh. (3.8)

The buoyancy force can now be fully defined by the following piecewise function:

Fb =


ρgV– sub zTB < −rTB

ρgV– breach −rTB ≤ zTB ≤ rTB .

0 zTB > rTB

(3.9)

The viscous drag force on the submerged body is also a function of the

payload position during breach, due to the change in the wetted frontal area Ap,x,y,z.

Referring to the middle image of Figure 3.4, the frontal area of the partially submerged

towed body in the x and y directions can be described as the area of a segment of a

circle and, following the derivation in [35], is expressed as

Ap,x,y = r2TBcos−1
(
rTB − h
rTB

)
− (rTB − h)

√
2rTBh− h2, (3.10)

over the interval h ε [0, 2rTB] with h defined in Figure 3.5. The wetted frontal area

in the z direction is defined differently. Figure 3.6 depicts three stages of the breach

phase as the towed body exits the water. External forces acting on the towed body

in the x− z plane are shown in the front view, where only the viscous drag in the z

direction is depicted. The solid area refers to the portion of the towed body that is

submerged and the hatched area refers to the portion of the towed body that is not

submerged. The bottom view displays the change in the wetted area of the towed

body projected onto the x−y plane. Here, the wetted area is a circle with a radius R

equal to half the chord length of the submerged section that changes with the position

of the towed body.

The cord length radius R, also derived in [35], and by extension the area of
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Figure 3.6: Front and bottom views displaying the change in wetted area of the
towed body. The bottom view is projected onto the x-y plane that is perpen-
dicular to the flow in the z direction.

the projected circle Ap,z are expressed respectively as,

R =
√
h(2rTB − h), (3.11)

Ap,z = πh(2rTB − h). (3.12)

Finally, Equations 3.10 and 3.12 are substituted into the viscous drag term in the

Morison equation (Equation 3.4) to compute the external forces on the cable and

towed body. The drag coefficients CD,x,y,z in the Morison equation are dependent

on the orientation of the x, y, z axes in the body-fixed coordinate frame of the rigid

bodies. Drag coefficients for flow that is normal to the submerged bodies, i.e. in the

x and y directions for the cable and in all directions for the towed sphere, were found

in the literature to be 1 and 0.5 for the cable and towed body respectively [36], which

are consistent with the values used by Calnan et al. The z axis in the cable body

fixed coordinate frames is tangential to the cable segment and drag acting along this
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axis is due to skin friction. This tangential drag coefficient is approximated by 0.01

[36].

Hydrodynamic exit and slamming loads are also applied in the world frame

z direction to the towed body centre of gravity as it exits and reenters the water

throughout the breach phase. Hydrodynamic exit and slamming loads are defined as

the rate of change of fluid kinetic energy and are related to the change in the added

mass of the body as it exits and enters the water [26]. The water exit force Fe on a

fully submerged object lifted up beneath the free surface at a constant lifting velocity

ve is given by

Fe = −1

2
ρCeAp,zv

2
e , (3.13)

where Ce is the water exit coefficient for a sphere. Similarly, the slamming load Fs,

directed in the positive world frame z direction, is given by [26]

Fs =
1

2
ρCsAp,zv

2
e . (3.14)

where Cs is the slamming coefficient. Both the water exit coefficient Ce and slamming

coefficient Cs are related to the change of added mass with submergence. As the added

mass is assumed to be constant in the scope of this thesis, the coefficients Ce and Cs

for a sphere are also constant and are set to 0.5 [26].

With the external forces on the payload during breach defined, Calnan’s

simulator was further advanced by updating the active heave compensator set-point

algorithms to include wave synchronization.

3.4 Compensator strategies

Calnan et al.’s two principle AHC set-point algorithms were amended to account

for the motion imparted to the cable and towed body by the waves. The waterline

method is based on reeling in and out the cable to ensure that the same point along
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the cable crosses the static waterline. With surface waves, the cable and towed body

enter and exit the water at the position η above or below the mean waterline. To

maintain the same water entry point along the cable, the water surface elevation

must be subtracted from the sheave height to the mean waterline which effectively

synchronizes the towed body motion with that of the surface waves. Figure 3.7 depicts

the waterline set-point algorithm with wave synchronization, where H is the height

of the sheave above the water surface. The amended set-point for the length of cable

to be reeled in LSP is expressed as

LSP =
H − η

cos θnom
− Hnom − η

cos θnom
. (3.15)

The nominal sheave angle θnom describes the nominal angle that the cable enters the

water during the towed operation. When the sheave angle θ is measured directly,

then the algorithm is referred to as rigorous. If the sheave angle is not measured,

then it is referred to as simplified and nominal sheave angle θnom is used. Only the

simplified waterline method will be applied in the simulations in this work as the

rigorous waterline method was found to be unreliable and showed a high degree of

sensitivity to the actual sheave angle θ and sheave height above the static waterline

[29].

Figure 3.7: Waterline set-point algorithm with wave synchronization.

The sheave set-point algorithm determines the desired cable adjustment

based on sheave displacement. To advance the sheave set-point algorithm, the water

surface elevation is subtracted from the vertical sheave motion. Similar to the water-

line set-point algorithm adjustment, subtracting the surface elevation is expected to

have effect of synchronizing the vertical towed body motion with the wave motion.
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Figure 3.8 depicts the sheave set-point algorithm with wave synchronization, where

∆x and ∆z are the x and z sheave displacements respectively. The adjusted set-point

algorithm for the desired cable length adjustment LSP is given by

LSP = (∆x)sin θ + (∆z − η)cos θ (3.16)

Only the rigorous sheave method will be applied in the simulations in this work. The

simplified sheave method will be excluded from this study as it was found to behave

similarly to the simplified waterline method [29]. Thus only the simple waterline and

the rigorous sheave will be advanced and investigated in the following simulations.

Figure 3.8: Sheave set-point algorithm with wave synchronization.

3.5 Simulation results

In the effort to investigate the usefulness of combining active heave compensation

with wave synchronization in recovery operations, simulations were run for three

compensation strategies: combined heave compensation with wave synchronization,

only heave compensation, and no control. Both the simplified waterline method and

rigorous sheave set-point algorithms were used in the strategies containing heave

compensation. All three compensator strategies were run with regular and irregular

waves in sea states 3 through 6. In all simulations, the towed body started at a depth

of 20 cm below the mean still water line and was reeled in at a constant speed of

0.021 m/s. Simulations were run for 15 s in the Simulink environment.
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In accordance with Sagutun et al. [2], the performance of each compensator

strategy is evaluated based on cable tension observed throughout each simulation.

Table 3.2 summarizes the mean and standard deviation of cable tension for the com-

bined heave compensation and wave synchronization strategies using the rigorous

sheave (RS) and simplified waterline (W) set-point algorithms, with θnom set as 50°as

selected by Calnan et al. [29], and the cable tension observed in the case of no control

(Null). Values are tabulated for each sea state with both regular and irregular waves.

The mean and standard deviation of the cable tension were computed on the interval

t = [0.5, 15] s in order to reject the values observed while the model initialized. From

Table 3.2, little difference is observed between the combined compensator methods

using the rigorous sheave and waterline set-point algorithms. The simulations run

with no control strategy appear to perform better than those run with the combined

strategy as the standard deviation of tension is generally lower than the other cases.

Sea State
SS3 SS4 SS5 SS6

Method Reg. Irreg. Reg. Irreg. Reg. Irreg. Reg. Irreg.

RS
Mean 1.05 1.05 1.05 1.05 1.06 1.06 1.06 1.05
Std Dev 0.239 0.237 0.243 0.239 0.264 0.249 0.29 0.268

W
Mean 1.06 1.06 1.06 1.06 1.06 1.06 1.07 1.06
Std Dev 0.240 0.24 0.249 0.242 0.255 0.251 0.299 0.266

Null
Mean 0.991 0.989 0.988 0.989 0.993 0.99 0.999 0.995
Std Dev 0.216 0.21 0.215 0.212 0.227 0.217 0.231 0.225

Table 3.2: Cable tension results for the combined wave synchronization and AHC
strategy compared to simulations with no control method implemented. The
mean and standard deviation of the cable tension throughout were computed
on the interval t = [0.5, 15] s. All values are in ×10−2 Newtons.

Figure 3.9 graphs the information contained in Table 3.2 with mean cable

tension plotted in subfigures 3.9a to 3.9d and standard deviation of cable tension

represented by error bars. The results from simulations run with regular waves are

displayed as solid bars, and the results from simulations run with irregular waves

are displayed as hatched bars. Visually, it is shown that using the combined heave

compensation and wave synchronization strategy with either set-point algorithm does

not perform better than having no control at all based on the metric of cable tension.
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Additionally, as there exists no significant difference between the results of the com-

bined control strategy with either the rigorous sheave or simplified waterline set-point

algorithms, with the rigorous sheave performing slightly better than the latter, only

the simulations run using the rigorous sheave set-point algorithms will be considered

in the remaining analyses.

(a) SS3 (b) SS4

(c) SS5 (d) SS6

Figure 3.9: Mean cable tension measured during simulations that were run with
the combined wave synchronization and AHC strategies compared to the sim-
ulations run with no control for sea states a)3, b)4, c)5 and d)6. Error bars
represent 2 standard deviations.

To quantify the effects of combining wave synchronization with heave com-

pensation over using only heave compensation, both methods were compared using

the rigorous sheave set-point algorithm. Table 3.3 summarizes the mean and standard

deviation of cable tension for the combined heave compensation and wave synchro-

nization strategy (AHC + WS), the heave compensation strategy (AHC) and the

cable tension observed in the case of no control (Null). Values are tabulated for each

sea state with both regular and irregular waves. As before, the mean and standard
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deviation of the cable tension were computed on the interval t = [0.5, 15] s in order to

reject the values observed while the model initialized. From Table 3.3, no significant

difference is observed between the combined compensator method and the heave com-

pensation method. Similar to the results from Table 3.2, the simulations run with no

control strategy appear to perform better than either motion compensation control

strategies.

Sea State
SS3 SS4 SS5 SS6

RS Method Reg. Irreg. Reg. Irreg. Reg. Irreg. Reg. Irreg.
AHC+ Mean 1.05 1.05 1.05 1.05 1.06 1.06 1.06 1.05

WS Std Dev 0.239 0.237 0.243 0.239 0.264 0.249 0.29 0.268

AHC
Mean 1.05 1.05 1.05 1.05 1.05 1.05 1.06 0.989
Std Dev 0.239 0.236 0.241 0.239 0.250 0.243 0.253 0.21

Null
Mean 0.991 0.989 0.988 0.989 0.993 0.99 0.999 0.995
Std Dev 0.216 0.21 0.215 0.212 0.227 0.217 0.231 0.225

Table 3.3: Cable tension results for the combined wave synchronization and AHC
strategy compared to simulations with only heave compensation applied. The
mean and standard deviation of the cable tension throughout were computed
on the interval t = [0.5, 15] s. All values are in ×10−2 Newtons.

Figures 3.10 graph the information contained in Table 3.3 with mean cable

tension plotted in subfigures 3.10a to 3.10d and standard deviation of cable tension

represented by error bars. The results from simulations run with regular waves are

displayed as solid bars, and the results from simulations run with irregular waves

are displayed as hatched bars. Visually, it appears that there exists no significant

difference between the results of the combined control strategy and those of the heave

compensation strategy.

Unlike the conclusions of Sagutun et al. [2] and Johansen et al. [5], where

wave synchronization combined with a feedforward heave compensation strategy demon-

strated a reduction in the standard deviation of cable tension in small-scale experi-

mental moonpool operations, the addition of wave synchronization to Calnan et al.’s

set-point algorithms was not found to provide any added benefit to the simulated

cable tension during towed recovery operations. The recovery operation simulated in
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(a) SS3 (b) SS4

(c) SS5 (d) SS6

Figure 3.10: Mean cable tension measured during simulations that were run with the
combined wave synchronization and AHC strategy compared to the simulations
run with only heave compensation for sea states a)3, b)4, c)5 and d)6. Error
bars represent 2 standard deviations.

this work differed from the moonpool operations investigated in the works of Sagutun

et al. and Johansen et al. In the moonpool operations reproduced experimentally,

the payload was lowered into the water, where the payload did not experience the

effects of wave motion or any hydrodynamic loads when wave synchronization was

applied. The recovery operations that were simulated in the current thesis, the pay-

load, or towed body, was lifted out of the water, where the payload was experiencing

hydrodynamic loads and motion induced by wave motion below the water surface

when wave synchronization was applied. Furthermore, in moonpool operations, the

moonpool in the hull of the host vessel acts like a piston in a cylinder, where the water

vertical velocity is assumed to be approximately constant from the water surface to

the bottom of the moonpool [5].

Further comparisons between the experimental results of Sagutun et al. and

Johansen et al. and the simulation results obtained in this work can be made by
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qualitatively comparing the behaviour of both systems. Adapted from Sagutun et al.

[2], Figure 3.11 shows the payload position and cable tension for the experimental

test performed with regular waves at Tp = 1.25 s and Hs = 1.8 cm. Subfigures

3.11a,c,e (right) plot the raw tension data, thin lines, and low-pass filtered tension

data, thick lines, for experiments run using a combined heave compensation with wave

synchronization strategy, heave compensation strategy and no control, respectively.

With each strategy, cable tension is greatest when the body is above the water. In

subfigures 3.11b,d,f (left), the towed body position is plotted vs time for each control

strategy. The towed body follows a vertical trajectory that approaches the mean

water level located at 0 m, where negative values mean the body is submerged.

Similar to Figure 3.11, Figures 3.12 and 3.13 plot the simulated cable ten-

sion and towed body vertical position vs time for regular waves at sea state 6, Tp

= 1.03 s and Hs = 3.5 cm, and at sea state 3, Tp = 0.63 s and Hs = 0.7 cm, re-

spectively. Subfigures 3.12a,c,e and 3.13a,c,e (right) plot the cable tension for each

control strategy. Like with the experimental results obtained by Sagutun et al., in

every case cable tension is greatest when the towed body is above the water surface,

where a sudden change in tension occurs when the towed body transitions from being

submerged, to being suspended. In Figure 3.12a, particularly large fluctuations in

the cable tension are observed before the towed body is fully breached. The large

fluctuations in tension are a concern as cable detachment occurs when the tension

becomes suddenly small and the cable loses contact with the sheave surface.

In subfigures 3.12b,d,f and 3.13b,d,f (left), the towed body position in the

world frame z direction is plotted vs time for each control strategy, where the towed

body follows a trajectory that approaches the mean water level located at 0 m and

where negative values indicate the towed body is submerged. The breach point is

indicated in the position plots by a hexagram and is defined to occur when the towed

body is completely above the water and does not re-submerge. Results obtained for

simulation run with irregular waves at sea states 3 and 6 are included in Appendix

A, where similar behaviour is observed.
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(a) Combined heave compensation
and wave synchronization.

(b) Combined heave compensation
and wave synchronization.

(c) Heave compensation. (d) Heave compensation

(e) Null control. (f) Null Control

Figure 3.11: Adapted from Sagutun et al. [2] : Experimental results with regular
waves at Tp = 1.25 s and Hs = 1.8 cm, spherical payload. For the wire tension,
we show both raw data (thin lines) and low-pass filtered data (thick lines). The
payload position (measured using the motor shaft encoder) is in a vessel-fixed
coordinate frame with zero at mean sea level.

In moonpool operations, the payload displacement is assumed to occur only

in the vertical direction. In towing application, the towed body trajectory is more

complex where the body can move in any direction. Figures 3.14 and 3.15 plot the
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(a) Combined heave compensation
and wave synchronization.

(b) Combined heave compensation
and wave synchronization.

(c) Heave compensation. (d) Heave compensation

(e) Null control. (f) Null Control

Figure 3.12: Simulated results with regular waves at SS6, Tp = 1.01 s and Hs =
0.035 m. Wire tension is shown on the left for a) combined heave compensation
and wave synchronization, c) heave compensation only and e) no control. The
towed body position in the world frame z direction is shown on the right for
b) combined heave compensation and wave synchronization, d) heave compen-
sation only and f) no control. The towed body breach point is indicated by a
hexagram in the towed body position figures.

towed body position in the x, y and z directions for simulations run using the com-

bined wave synchronization and heave compensation control method for sea states 6

and 3 respectively. The wave motion is superimposed over the z direction (vertical)

trajectory where the breach point is marked by a hexagram. Towed body displace-

49



3.5. SIMULATION RESULTS

(a) Combined heave compensation
and wave synchronization.

(b) Combined heave compensation
and wave synchronization.

(c) Heave compensation. (d) Heave compensation

(e) Null control. (f) Null Control

Figure 3.13: Simulated results with regular waves at SS3, Tp = 0.63 s and Hs =
0.007 m. Wire tension is shown on the left for a) combined heave compensation
and wave synchronization, c) heave compensation only and e) no control. The
towed body position in the world frame z direction is shown on the right for
b) combined heave compensation and wave synchronization, d) heave compen-
sation only and f) no control. The towed body breach point is indicated by a
hexagram in the towed body position figures.

ment in the x direction, the direction of vessel motion, is significant when the towed

body is above the water due to the pendulum motion induced by the removal of

the hydrodynamic loads during breach. The pendulum motion that occurs when the

towed body is suspended will be a focus of future work where motion compensation
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strategies that minimize the pendulum motion will be investigated. The towed body

position results obtained for simulations run with only heave compensation and no

control in sea states 3 and 6 are included in Appendix A.

Figure 3.14: Simulated results for the towed body position with combined heave
compensation and wave synchronization during a recovery operation with irreg-
ular waves at SS6. The towed body breach point is indicated by a hexagram.
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Figure 3.15: Simulated results for the towed body position with combined heave
compensation and wave synchronization during a recovery operation with irreg-
ular waves at SS3. The towed body breach point is indicated by a hexagram.

3.6 Summary

Advances made to the computer simulator to study the effects of wave synchronization

in a recovery operation contributes toward the first objective of this thesis. Both

irregular and regular waves were modelled as well as the loads on the payload during

breach.
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The simulation results indicated that wave synchronization does not bene-

fit compensator strategies based on the metrics used in the analysis for the scenario

involving a towed body being lifted out of the water. When considering the standard

deviation of the cable tension, the metric used by Sagutun et al., the simulations that

were run with combined wave synchronization and heave compensation performed

similarly to those run with only heave compensation. The large variations in tension

observed in the simulations run with the combined wave synchronization and heave

compensation are a concern for cable detachment, which is more likely to occur when

the tension becomes suddenly small. Moreover, both the combined wave synchro-

nization and heave compensation only strategies performed worse than simulations

with no control method applied in all cases, which could suggest that the set-point

algorithms presented by Calnan et al. [29] may not lend themselves to recovery oper-

ations when the body is lifted out of the water. It is suggested that other metrics be

used to analyse the simulation results, such as the deviation of towed body motion

from its trajectory, before rejecting the set-point algorithms for recovery operations.

In the next chapter, the use of a wave prediction algorithm for predicting

safe breach conditions will be investigated.
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Chapter 4

Advancing a Wave Prediction

Algorithm for Breach Condition

Forecasts

This chapter is based on a paper that was presented at the Canadian Society for

Mechanical Engineering International Congress 2018 (CSME 2018) [37]. Additionally

the work was used as part of an unmanned aerial vehicle landing study which was

presented at the IEEE Oceans 18 conference [38].

In marine applications, the determination of the ship motion and the relative

motion between two independent bodies is a challenging task. As previously discussed,

the motions of both the host vessel and surface waves often define the availability

for load transfer in launch and recovery operations. Chapter 3 explored the use of

wave synchronization to achieve motion compensation during the breach phase, where

recovery was attempted regardless of the severity of the relative motions between

the ship and surface waves. Determining and anticipating safe breach conditions

is presented as the next step in realizing successful recovery operations in any sea

condition. To satisfy a safe breach condition, it is expected that knowledge of the
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motions of the mothership and surface waves is required and that predicting these

motions would be beneficial in anticipating the safe times to breach.

Sophisticated and established methods do exist that determine the motion

of a ship in a seaway through panel or finite element methods [14, 39]; however, these

methods do not lend themselves to real-time estimation. Moreover, these methods

cannot be extrapolated to determine any generalized signal or motion. Kuchler et

al. [40] presented an implementation of a wave-prediction algorithm, which com-

bats transport delays between actual ship motion and measurement of ship motion.

Woodacre et al. [3] was able to build upon Kuchler et al. [40] and use a version

of the prediction algorithm as a previewing function for a Model-Predictive Control

scheme (MPC). This chapter builds upon these works to generalize a Signal Pre-

diction Algorithm (SPA) so that it can predict any periodic signal and presents the

initial developments in defining the criteria required for a safe breach condition.

4.1 Signal Prediction Algorithm

The signal prediction method based on the work of Kuchler et al. [40] and Woodacre

et al. [3, 41] is composed of three distinct parts: mode detection, estimation, and

prediction. To predict the wave motion, the periodic components, or modes, must

be identified. These modes are determined by decomposing the measured signal s(t)

into a set of N sine waves expressed as

s(t) =
N∑
i=1

Aisin (2πfit+ εi) + v(t), (4.1)

where the amplitude A, frequency f , and phase ε of each mode i are obtained by

taking the Fast Fourier Transform (FFT) of past measured data over a specified

time interval. Additionally, the static signal offset is denoted by v(t). The specified

observation window for the FFT, referred to as TFFT , and sampling frequency are set
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depending on the frequency content of the known wave spectrum. The time window

TFFT is chosen such that the lowest frequency of the wave spectrum can be detected,

while also preventing aliasing. The sampling frequency of the FFT is selected such

that a desired resolution in the frequency domain is achieved.

As conditions change, the number of modes N and associated frequencies f

change with time; therefore, to predict the periodic motion, a peak detection algo-

rithm is performed at every TFFT interval on the latest set of measured data. This

peak detection algorithm determines the amplitude AFFT and frequency fFFT of each

mode based on the dominant peaks in the FFT spectrum. A peak in the FFT spec-

trum is determined to be dominate when it exceeds a peak detection sensitivity µ

which is set by the user. When a new set of modes is identified, it is used to initialize

an observer model with a new set of parameters: AFFT , fFFT , εFFT , and N . From

the identified modes, the observer model is given as

ẋ =



A1 0 ... ... 0

0 A2
. . .

...
...

. . . . . . . . .
...

...
. . . AN 0

0
...

... 0 0





x1

x2
...

xN

xoff


, s(t) =

[
C1 C2 · · · CN 1

]
x, (4.2)

where after each TFFT identification interval, Ai is solved as

Ai =

 0 1

−(2πfi(t))
2 0

 . (4.3)

Discretizing the continuous system model in Equation 4.2 yields for each

time step k

xk+1 = exp(A∆T )xk , sk = Cxk, (4.4)

where the discrete system matrix Ψ is represented by the term exp(A∆T ).
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The observer model is used to continuously estimate the mode parameters

AFFT and εFFT such that the latest signal measurements are used to adapt AFFT

and εFFT at each time step. For the prediction algorithm, a discrete Kalman filter is

implemented to estimate the system states and has the form

x̂k+1 = Ψx̂k + L(sk − ŝk), ŝk = Cx̂k, (4.5)

where k is the current time step, Ψ is the discrete system matrix, x̂ is the vector

of observed states, L is the observer gains matrix, ŝ and s are the estimated motion

and measured motion respectively, and C is the system output matrix. The discrete

system matrix, observed states and system output matrix were derived following the

work of Kuchler et al. [3]. The observer gain matrix is obtained by the solution to

the discrete algebraic Riccati equation.

From each detected mode, two observer states xi,1 and xi,2 are estimated

and then rearranged to solve for the adapted observer parameters εobs and Aobs at the

current time tk, such that:

εobs,i,k = arctan(
2πfi x̂i,1
x̂i,2

)− 2πfitk (4.6a)

Aobs,i,k =
x̂i,1

sin(2πfitk + εobs)
. (4.6b)

Finally, the prediction algorithm can be used to forecast the motion sequence

over a prediction horizon TPred, i.e. at the time tk +TPred. Referring to Equation 4.1,

the predicted motion at tk + TPred is

sPred(tk + TPred) =
N∑
i=1

Aobs,i,ksin (2πfi(tk + TPred) + εobs,i,k) + v(t). (4.7)

For the purposes of this work, the SPA is used to determine a Go-NoGo

command based on given GO criteria. The GO criteria could be one or several

parameters used to define the acceptable breach conditions for a GO scenario. The
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criteria are compared with the predicted signal over the continuous prediction horizon

TPred at each time step. If over the prediction horizon the predicted signal meets the

GO criteria, a GO command is output. Conversely, if the GO criteria are not met by

the predicted signal over the prediction horizon, a NoGo command is output. Figure

4.1 summarizes the structure of the prediction method and Go-NoGo discriminator.

Figure 4.1: Structure overview of the prediction method and Go-NoGo discrimina-
tor.

4.2 Benchmark Data

Figure 4.2 shows the benchmark test cases used as the input signal s(t) throughout

this chapter. The test case originates from a set of digitized ship motion data from the

Australian Defence Science and Technology Organisation (DSTO) report [19]. The

signals s(t) are the resolved 6-DOF ship motion of the data, in metres and degrees.

4.3 Mode Detection Tuning

In the SPA formulation section above, it was discussed that to detect the dominant

modes of the incoming signal it is necessary to select an appropriate FFT observation

window TFFT and peak detection sensitivity µ. The selection of an inappropriate

TFFT may result in two undesirable scenarios: the first being too short an interval

that results in no modes detected, and the second being too long an interval that

results in modes detected at a rate that does not keep up with changing conditions,
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Figure 4.2: Benchmark test cases of resolved ship motion from the Australian DSTO
report.

which could yield aliasing. To examine these issues, Figure 4.3 plots the roll motion

input signal s(t) from Figure 4.2, as a solid blue line, and the prediction sPred(t), as

a dashed red line, at 0.25 s into the future. sPred(t) is shifted back 0.25 seconds, i.e.

25 time steps, to place both the input signal and the prediction in the same time

frame. The dotted green line between 70 s and 80 s in Figure 4.3 depicts the scenario

where there is no predicted signal due to no modes detected during the previous FFT

observation window.

To address the issue of discontinuities in mode detection, the detection al-

gorithm was amended such that in the case where zero modes are detected, FFT

observation interval is expanded every time step until at least one new mode is de-

tected. The next mode detection is then performed after another TFFT interval,

starting where the new set of modes was detected. In this way, the mode detection

algorithm can handle slower than expected modes that may exist in the signal s(t). In

addition to the latter, the proposed amendments stated above also helps with avoid-

ing the second undesirable scenario, as one can set a shorter TFFT to avoid aliasing,

without needing to consider the TFFT length required to ensure continuous mode
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Figure 4.3: Measured and predicted signal together, with prediction signal time
shifted to the input signal timeframe. The prediction discontinuity due to no
modes detected is shown in green.

detection. However, it is important that TFFT is selected such that the minimum

frequency of the input signal fmin is discoverable. TFFT sets the frequency resolution,

df of the Fourier spectrum analysis with the minimum discoverable frequency given

as

fmin = df =
1

TFFT
. (4.8)

Equation 4.8 shows how setting a shorter TFFT window results in a coarser frequency

resolution [42]. Maximum detectable frequency is determined by the Nyquist fre-

quency fN = 1/(2dt).

The peak sensitivity µ describes the minimum peak height; a threshold value

used by the peak detection algorithm to determine the dominant peaks in the FFT

spectrum. Figure 4.4 shows the amplitude-frequency spectrum of the first 10 s of the

benchmark test case with µ = 0.01 , indicated by a dashed red line. For this µ, the

number of peaks detected is 6, denoted by the triangle markers. By inspection of

the first 10 s of the benchmark test case for roll motion in Figure 4.2, to capture the

dominate motion at most two peaks should be detected. Any other peaks in the FFT
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spectrum is attributed to sensor noise. By increasing the value of µ, the sensor noise

can be rejected. Shown as a dashed red line in Figure 4.5, µ has been increased by

a factor of 10 (µ = 0.1) and the number of peaks detected is two. The selection of

peak detection sensitivity µ must therefore be set based on sensor noise and is case

specific. Future work could examine a recursive methodology to determine if a peak

is valid or estimate how many peaks should be identified.

Figure 4.4: Dominant peaks detected from the FFT spectrum of the first 10 s of
the benchmark case for µ = 0.01.

4.4 Prediction Algorithm Simulation Results

The SPA detailed in Sections 4.1 and 4.3 was implemented in MATLAB and simulated

in the Simulink environment. Figure 4.6 depicts the Simulink block that calls on the

SPA function. The input variables include input signal s(t); the GO criteria; tuning

parameters TFFT and µ; and the prediction horizon TPred. The SPA block outputs

the predicted signal sPred(t+TPred) and the Go/NoGo command signal. A fixed step,

discrete solver was used with fixed step dt = 0.01 s. For the benchmark roll motion
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Figure 4.5: Dominant peaks detected from the FFT spectrum of the first 10 s of
the benchmark case for µ = 0.1

case in Figure 4.2, the simulation runtime was approximately 11 s for the full 118 s

of the benchmark signal.

Figure 4.6: SPA function block implemented in the Simulink environment.

Figure 4.7 displays the predicted signal, solid red line, over a continuous

prediction horizon of 10 s for the benchmark input signal, solid blue line, at time t

= 38 s. The parameters used for the prediction were: TFFT = 10 s and µ = 0.1.

In Figure 4.7, good accordance is observed between the input signal and predicted

curve until TPred = 3 s. To investigate this further, the predicted signal is examined

for 1 s, 3 s and 10 s prediction horizons. Figure 4.8a depicts the prediction error for

the prediction at 1 s into the future at every point in time. Similarly, Figure 4.8b

and c respectively depict the prediction error at 3 s and 10 s into the future at every
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point in time. Note that the first 11 s are omitted to ignore the initialization period

of the SPA. The maximum, minimum, mean and standard deviation of the error for

each case are tabulated in Table 4.1 for t = 11 s to 110 s. From Table 4.1, both

the mean and standard deviation of the absolute error are significantly larger, by an

order of magnitude, for the longest prediction horizon of 10 s. The latter is consistent

with what was qualitatively observed in Figure 4.7 at t = 38 s. The results in Table

4.1 suggest that determining the likelihood of success of a process to produce a Go-

NoGo command becomes less accurate for longer prediction horizons as the mean

error increases significantly over this time interval. Furthermore, defining the GO

scenario based on the maximum error observed over TPred alone is not representative

of true future events for longer predictions. The following section will develop useful

GO criteria that considers the error that exists in the prediction.

Figure 4.7: Benchmark data with prediction curve at t = 38 s plotted over a con-
tinuous time horizon of 10 s into the future.

63



4.5. DEVELOPING THE GO/NOGO CRITERIA

Figure 4.8: Error between benchmark data and prediction at a) 1 s into the future,
b) 3 s into the future and c) 10 s into the future.

Error [deg]
Prediction Horizon, TPred

TPred = 1 s TPred = 3 s TPred = 10 s
Maximum 1.74 3.72 3.88
Minimum 4.57 x 10−6 4.41 x 10−4 2.93 x 10−4

Mean 0.29 0.89 1.41
Standard Deviation 0.35 0.92 1.69

Table 4.1: Error metrics for various prediction horizons.

4.5 Developing the Go/NoGo Criteria

The following section investigates the development of useful definitions of the GO

scenario, to be identified based on the GO criteria.

The first definition of the GO scenario to be investigated is the simple Maxi-

mum Prediction Threshold (MPT) approach. This approach identifies a GO scenario

if over the entire prediction horizon, the maximum value of the predicted signal is

below the given threshold value. In other words, only one point of the predicted

signal must to be above the threshold to output a NoGo command. The results in
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Table 4.1 suggest that this simple Maximum Prediction Threshold approach would

not provide a useful definition of the GO scenario for longer TPred, as there exists

larger error with the predicted signal as the prediction horizon increases. Two more

GO criteria are suggested below that are defined such that the error that exists in

the prediction is considered.

If instead, the GO scenario is defined based on the statistical spread of the

predicted signal, it is possible to relax how the GO criteria identify a GO scenario. The

spread of 1 Standard Deviation (1-SD) approach outputs a GO command when the

prediction mean, evaluated over the prediction horizon, plus 1 standard deviation of

the prediction is below a threshold value. The 1-SD approach is expressed empirically

in Equation 4.9 as

Go Criteria > sPred,k + σk, (4.9)

where sPred,k is the prediction mean over TPred at time step k, and σ is the standard

deviation of the prediction over TPred at time step k. Equation 4.9 is equivalent to

stating that for any randomly selected sample of the predicted signal over TPred, a

GO command is output if 68% of the sampled points fall below the threshold.

The spread of 1.645 Standard Deviations (1.645-SD) approach defines the

GO scenario to occur when the prediction mean plus 1.645 standard deviations is be-

low the threshold value. The 1.645-SD approach is expressed empirically in Equation

4.10 as

Go Criteria > sPred,k + 1.645σk. (4.10)

Equation 4.10 is equivalent to stating that for any randomly selected sample of the

predicted signal over TPred, a GO command is output if 90% of the sampled points fall

below the threshold. Both methods described in Equations 4.9 and 4.10 are based on

the same principle but differ in how conservatively they evaluate the predicted signal.

To evaluate the three definitions of the GO scenario MPT, 1-SD and 1.645-

SD, the SPA was run for each case with the benchmark roll motion data and com-
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pared with the desired Go-NoGo command signal. The desired command signal was

determined by setting the command as GO when the benchmark case is below the

threshold value and setting the command as NoGo when the benchmark case is above

the threshold value. Figure 4.9a shows the input signal, left axis, as a solid line with

the GO criteria threshold, set as 2.5°, as a dashed line. In Figure 4.9a, the desired

Go-NoGo command signal, right axis, is also shown for t = 50 s to t = 90 s of the

simulation. Here GO = 1 and NoGo = 0. Figure 4.9 part b, c and d depict the

Go-NoGo command signal for the MPT, 1-SD and 1.645-SD approaches respectively.

The three GO scenario definitions were evaluated based on the number of seconds

that a GO command is output compared to the amount of GO time registered by

the desired command signal. Asbefore, when obtaining the GO time, the first 11 s of

data are omitted to ignore the SPA initialization period. In Table 4.2, the GO time

for the benchmark case from t = 11 s to t = 118 s is tabulated for each approach.

Figure 4.9: Go-NoGo command signals with desired command signal in a), and
resulting command outputs for approaches b) MPT, c) 1-SD and d) 1.645-SD.
For display purposes, the results are shown for t = 50 s to t = 90s.

Simulations were also run for the other five benchmark test cases in Figure

4.2 where the results of each approach are summarized for all benchmark test cases
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“GO” metric
“GO” scenario definition [11 s – 118 s]
Desired MPT 1-SD 1.645-SD

“GO” time [s]
98.98

87.71 94.78 77.94
Error [s] 11.27 4.20 21.04

Table 4.2: Evaluation of GO scenario definitions.

in Figure 4.10. Figure 4.10 plots the “GO time” error between the desired amount of

time a GO state should be output, based on the input signal, and the actual mount

of tune a GO state is output from the predicted signal. The results of the simulations

were in accordance with what was observed in Figure 4.9 where, over a 10 s prediction

horizon, the 1-SD approach best matched the desired Go-NoGo signal for five of six

test cases. In test case 5 the surge motion was below the threshold value of 0.5 m

over the entire simulation therefore both the input and predicted signal output a GO

state over the entire simulation time. Hence no error was observed in the “GO time”.

Figure 4.10: Summary of “Go time” error between desired amount of time a GO
state should be output and the actual amount of time a GO state is output for
all six benchmark test cases.

4.6 Go-NoGo Command Latching

Observing the Go-NoGo signals in Figure 4.9b, c and d at 60 s, 80 s and 90 s, there

is rapid fluctuation in the command signal. For a physical implementation of the
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SPA-Go-NoGo function lifting operations, it is desired that the SPA latches on to a

GO or NoGo command to meet the responsivity of the handling equipment system

components. A method for Go-NoGo command latching is proposed below to limit

this undesirable fluctuation.

Figure 4.11 shows the logic flowchart for the latching algorithm. To start,

the latching algorithm receives the Go-NoGo state determined from the predicted

signal. Next, the algorithm looks to see if a target state has been set. If no target

state has been set, the current Go-NoGo state is set as the target state. The algorithm

must then determine whether it will commit to this target by watching the incoming

Go-NoGo state over an evaluation period Teval. During this evaluation period, if at

any point the incoming Go-NoGo state differs from the target state, the current Go-

NoGo state is set as a new target state and Teval is reset. However, if all Go-NoGo

states received during the evaluation period match the target state, the algorithm

will “latch” onto the target state and output this command over the runtime interval

Trun. After Trun is complete, a new evaluation period begins.

Figure 4.11: Flow chart of the logic used in the command signal latching algorithm.
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Figure 4.12 shows the results of the latching algorithm where the Go-NoGo

command signal without latching is shown in 4.12a, and the Go-NoGo command

signal with latching is shown in 4.12b. For illustrative purposes, Teval was set as 0.1

s and Trun was set as 2 s, i.e. if a GO condition is sustained for 0.1 s the system will

latch in a GO condition for at least 2 seconds. The command signals are output for

the benchmark roll motion test case for t = 50 s to t = 90 s. It is observed that for

the selected Teval and Trun, all fluctuation was removed from the original command

signal in Figure 10 a. Teval and Trun are case specific and should be based on the

physical handling equipment involved.

Figure 4.12: Go-NoGo command signals for the benchmark test case without latch-
ing in a) and with command latching in b). For display purposes, the results
are shown for t = 50 s to t = 90s.

4.7 Summary

This chapter described the generalized formulation and tuning of a signal prediction

algorithm as it applies to the determination of a Go-NoGo state for predicting safe

breach conditions. A key modification made to the SPA was the implementation of
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continuous mode detection that enables the algorithm to dynamically handle chang-

ing conditions of the input signal. Tuning the SPA also included setting a peak height

sensitivity parameter that is used for determining the dominant peaks in the FFT

spectrum during mode detection. By investigating the FFT spectrum of one identifi-

cation period of the input signal, it was determined that the peak height sensitivity

should be set such that it ignores sensor noise in the measured signal and is therefore

case specific. For the normalized amplitudes of both wave and ship motion, setting

the peak sensitivity parameter to a value of µ = 0.1 was judged to be sufficient in

simulations.

The chapter also described the development of useful GO criteria used for

producing the Go-NoGo state used to identify safe breaching opportunities. Because

prediction error increases over the prediction horizon, it was determined that a GO

scenario identified by the maximum point of the prediction should not be used, as this

approach can lead to erroneous conclusions regarding the Go-NoGo state. Instead, a

GO scenario defined by the mean and one standard deviation of the predicted signal

over the prediction horizon was found to produce a Go-NoGo signal that agreed most

with the desired Go-NoGo signal. Performance of the SPA-Go-NoGo function was

further improved with the implementation of a latching algorithm that successfully

removed undesirable fluctuation in the Go-NoGo signal.

Abujoub et al. [38] performed a study on unmanned aerial vehicle landings

on maritime vessels that used simulated laser ranging and detecting devices (LIDAR)

in conjunction with the signal prediction algorithm (SPA) presented in this chapter to

forecast when a vessel’s motion was within safe landing limits. Their results showed

that with the use of the SPA, the number of UAV landing attempts was decreased

by an average of 2 attempts, per test case, when compared to a system that did not

use an SPA. It is anticipated that marine launch and recovery operations of towed

bodies can also benefit from the proposed methods of determining a Go-NoGo state.

Specifically, with the breach phase of recovery operations, the SPA can be employed

to estimate the safe breach condition, where the motion of the ship and sea are below
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critical threshold values. The threshold values that determine safe conditions will be

investigated in future work. From the estimated safe conditions, a Go-NoGo state

will be inferred that can be used to increase the effectiveness of lifting a towed body

from the sea.
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Chapter 5

Development and Quantification of

a Wave Generator and Ship

Motion Simulator

Chapter 2 introduced the design specifications for the equipment required to emulate

wave motion and ship motion in the flume tank laboratory. In this chapter, the de-

tailed designs of a plunger-type wavemaker and a robotic ship motion simulator will

be presented along with the theoretical analyses conducted to quantify both systems.

Section 5.1 presents a numerical analysis of small amplitude waves generated by a

plunger-type wave maker and includes an extension of this theory to waves propagated

by a current. Section 5.2 suggests a design concept for the plunger-type wavemaker

that was selected in Chapter 2 and discusses important design considerations for ac-

tuation and wedge shape. Section 5.3 introduces the design components of the robotic

ship motion simulator followed by a kinematic analysis and discussion of the control

scheme in Section 5.4. Section 5.5 presents preliminary experimental validation of

the ship motion simulator conducted in the flume tank laboratory. Finally, Section

5.6 summarizes the designs of both the wavemaker and ship motion simulator and

provides recommendations for building the wavemaker.
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5.1 Theoretical analysis of a plunger-type wave-

maker

Wavemaker theory is used to establish the relationship between wave amplitude and

wavemaker stroke length. Early wavemaker theory was developed by Havelock [43],

who proposed the first general theory for wave generation on a water surface. A

simplified theory was proposed by Galvin [44] for shallow water waves where it was

inferred that the volume of water displaced by a wavemaker should be equal to the

crest volume of the propagating wave. Wavemaker investigations have primarily fo-

cused on studies of piston-type and flap-type wavemakers, which follows directly from

the boundary value problem for linear wave theory presented in section 2.3.1, where

a kinematic boundary condition replaces the lateral boundary condition at the piston

surface [9].

Plunger-type wavemakers are theoretically more complex than either piston

or flap type wavemakers. While a complete analytic solution for plunger-type wave-

makers does not exist, several semi-analytic solutions to the plunger-type wavemaker

problem have been investigated. Ursell [45] explored waves generated by a vertically

oscillating circular cylinder where a boundary condition was imposed on the surface

of the cylinder such that the fluid velocity normal to the cylinder surface was equal

to the normal velocity component of the cylinder. Wang [23] proposed a solution

for a more general wedge shaped plunger via a two parameter conformal transforma-

tion. Wang’s solution was based on the deep water assumption and does not provide

a means to study the effects of water depth. Wu [24] investigated small-amplitude

waves generated by a vertically oscillating wedge in a finite depth wave tank using

the boundary collocation method in order to investigate the effects of water depth in

wave generation. The next section derives the relationship between wave amplitude

and wavemaker stroke length for a plunger-type wavemaker.
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5.1.1 Plunger-type wavemaker boundary value problem

Figure 5.1 depicts the schematic of the plunger-type wavemaker problem for a wedge

shaped plunger with a triangular cross-section described by a mean submerged width

b and a mean submerged depth d both measured at still water level. β is the wedge

angle measured from the vertical z axis. The plunger is actuated to oscillate vertically

at frequency ω with stroke amplitude S in order to generate surface waves that

propagate in the positive x direction in a water channel of constant depth h. The

clearance between the channel bottom and wedge bottom is d′ and ~n represents the

vector normal to the surface of the wedge. Similar to wave theory presented in

Chapter 2, η(x, t) represents the position of the free surface at position x and at time

t relative to the plane z = h.

Figure 5.1: Schematic of the plunger-type wavemaker problem.

Under the same assumptions made in section 2.3.1 of irrotational and incom-

pressible flow, the solution to the wavemaker boundary value problem is represented

by the velocity potential that satisfies the continuity equation ∇ · ∇φ = 0 (Equation

2.1). In the new coordinate system introduced in Figure 5.1, the Bottom Boundary

Equation (BBC) becomes
∂φ

∂z
= 0 on z = 0. (5.1)

By taking the Taylor series expansion about φ(x, z = h, t) about z = 0 and neglecting

all second order terms and subsequent higher order terms for being very small, the

two linearized free surface boundary conditions (DFSBC and KFSBC) are combined
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to form the Combined Free Surface Boundary Condition (CFSBC),

∂φ

∂z
− ω2

g
φ = 0 on z = h. (5.2)

For a wedge oscillating with motion S sin(ωt), the normal component of the wedge

velocity is ωS sin(β)cos(ωt). To ensure that the fluid velocity normal to the wedge

surface is equal to the normal velocity component of the wedge along ~n, it follows

that the Kinematic Boundary Condition (KBC) on the wavemaker be defined as

∂φ

∂n
= ωS sin(β) cos(ωt) at d′ ≤ z ≤ h (5.3a)

∂φ

∂x
= 0 at 0 ≤ z < d′ (5.3b)

when assuming no leakage around the wedge. Equation 5.3a describes the KBC

on the inclined wedge surface d′ ≤ z ≤ h and Equation 5.3b describes the KBC on

the clearance between the channel bottom and wedge bottom 0 ≤ z < d′. However,

when β = 0, Equation 5.3a also satisfies Equation 5.3b and is therefore sufficient for

describing the KBC on the wavemaker on 0 < z < h. In the x− z coordinate system,

Equation 5.3a becomes

∂φ

∂x
− ∂φ

∂z
tan(β) = ωS tan(β) cos(ωt) at x = (z − d′) tan(β). (5.4)

The radiation condition must also be applied to ensure that, at large distances from

the wavemaker, the disturbed surface takes the form of a progressive wave [24].

To examine the radiation condition, the velocity potential φ(x, z, t) can be

expressed in its separable form of

Φ(x, z, t) = Re
[
φ(x, z) e−iωt

]
, (5.5)

where φ(x, y) cos(ωt) = Re[φ(x, y)e−iωt], and by using the method of separation of

variables, one solution to the Laplace equation that satisfies both boundary conditions
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expressed in equations 5.1 and 5.2 and the radiation condition is given by

Φ = A0 cosh(kpz)eikpx +
∞∑
n=1

An cos(knz)e−knx (5.6)

where, similar to linear wave theory, dispersion relationships must hold for both

ω2 = gkp tanh(kph) (5.7a)

ω2 = −gkn tan(knh), n = 1, 2, ..., ∞. (5.7b)

Equation 5.6 represents the potential function of one progressive wave that propa-

gates in the positive x direction and an infinite number of standing waves that decay

exponentially with distance from the wavemaker. The wave numbers kp and kn are

for progressive wave and standing waves respectively, and A0 and An are coefficients

that must be solved using the KBC on the wavemaker. Substituting Equation 5.6

into Equation 5.4 gives the full KBC,[
iA0kpcosh(kpz)eikp(z−d

′)tan(β) −
∞∑
n=1

Ankncos(knz)e−kn(z−d
′)tan(β)

]
−[

A0kpsinh(kpz)eikp(z−d
′)tan(β) −

∞∑
n=1

Anknsin(knz)e−kn(z−d
′)tan(β)

]
tan(β)

= ωS tan(β).

(5.8)

To solve for the coefficients A0 and An, Wu proposed a semi-analytical solu-

tion using the boundary collocation method [24]. The boundary collocation method

uses a linear combination of functions that are solutions to the governing equation.

Unknown coefficients are then found by least squares matching of the remaining

boundary conditions at discrete points on the boundary [46]. For the wavemaker

problem, the boundary is the inclined surface of the wedge and the clearance between

the wedge bottom and the bottom of the channel. The inclined surface of the wedge

and clearance is divided into M − 1 segments of equal vertical length with two node

points at each end of the segments totalling M nodes. According to the boundary
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collocation method, Equation 5.8 must be satisfied at all M node points, which is

represented in matrix form as

Bmn ·A′n = Dm, (5.9)

where the elements of matrices Bmn, A′n and Dm are expressed by Wu [24] as

Bm1 = kph
{
i cosh

[
kph

(z
h

)
m

]
− tan(β)sinh

[
kph

(z
h

)
m

]}
e

[
ikph

(
z−d′
h

)
m
tan(β)

]

Bmn = −kn−1h
{
cos
[
kn−1h

(z
h

)
m

]
− tan(β) sin

[
kn−1h

(z
h

)
m

]}
·

e

[
−kn−1h

(
z−d′
h

)
m
tan(β)

]
, n 6= 1

A′1 =
A0

ωSh

A′n =
An−1
ωSh

, n 6= 1

Dm = tan(β)

(5.10)

Following the boundary collocation method, Equation 5.9 is solved in the least squares

sense to minimize the sum of the quadratic error by multiplying by the Hermitian

transpose of B, denoted BT , on both sides of Equation 5.9, such that

BT ·B ·A′ = BT ·D. (5.11)

Wu suggests using M = 200 collocation points and a finite number of N = 16

for obtaining an approximate solution to Equation 5.11 such that one progressive

wave and 15 standing waves are included in the solution [24]. The standing waves

decay with distance from the wave channel, and for a semi-infinite wave channel, it is

assumed that only the progressive waves will exist at a large distace x. At this large

distance x, the potential function in Equation 5.5 is expressed as

φ = Re
[
A0cosh(kpz)ei(kpx−ωt)

]
(5.12)
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and, similar to Equation 2.8, the position of the free surface is

η(x, t) =
1

g

∂φ

∂t
= Re

[
−iωA0

g
cosh(kph)ei(kpx−ωt)

]
. (5.13)

Finally, the wave amplitude a to stroke ratio S is derived to be

a

S
= |−iA′1kph sinh(kph)| . (5.14)

The wave amplitude to stroke ratio provides a metric that is useful in wave-

maker design. For a desired wave amplitude a = H/2, one can infer the required

wavemaker stroke amplitude from the amplitude to stroke ratio expressed in Equa-

tion 5.14. Figure 5.2 plots the amplitude to stroke ratio against the dimensionless

frequency parameter kpb for various wedge aspect ratios d/b. From Figure 5.2, wedges

Figure 5.2: Amplitude to stroke ratio vs dimensionless frequency parameter kpb for
various wedge shapes where d = 0.5 m and h = 1.0 m.

with a smaller aspect ratio d/b have a larger wave amplitude to stroke ratio a/S, that

is, in the physical sense of wavemaker design, will require a smaller actuated stroke

length to achieve a desired wave amplitude.
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As the standing waves decay exponentially with distance away from the

wavemaker, it follows that only the progressive wave will exist at the far field of the

water channel [24]. While this approximation is reasonable to assume for the semi-

infinite wave channel in Wu’s formulation, the assumption must be verified for the

finite length of the flume tank test section. Observing the standing wave portion in

Equation 5.6, Ancos(knz)e−knx, the first term at n = 1 is expected to decay the slow-

est, at a rate of e−k1x. Figure 5.3 illustrates the dispersion relationship for standing

wave modes defined in Equation 5.7b, where the dimensionless value knh is isolated

on both sides of Equation 5.7b. The abscissa of the intersection points between the

plot of −tan(knh), solid lines, and the curve ω2h
gknh

, dashed line, provide a means of

obtaining the wave number of each mode for a given water depth h. Referring to

Figure 5.3, the value of k1h must be greater than the −tan (knh) asymptote at π
2
;

however, k1 will be conservatively set to π
2

for the following analysis and thus the

decay of standing wave height for the first standing wave mode will be greater than

e−(
π
2
)( x
h
).

Figure 5.3: Graphical representation of the dispersion relationship for the standing
wave modes. Here, ω = 7.4 rad/s and h = 71 cm.

79



5.1. THEORETICAL ANALYSIS OF A PLUNGER-TYPE WAVEMAKER

At a distance of x = 2h from the wavemaker, e−(
π
2
)( x
h
) = 0.043 and at a

distance of x = 3h from the wavemaker, e−(
π
2
)( x
h
) = 0.0089. Therefore, at a distance

away from the wavemaker that is double or triple the water depth of the water channel,

the first term in the standing wave series can be considered negligible compared to

the progressive wave term. In the flume tank, this translates to a distance of 1.4 m

to 2.1 m away from the wavemaker. With a test section length of 1.8 m in the flume

tank, sufficient decay of the standing waves should be possible.

5.1.2 Investigating the effects of current on wavemaker de-

sign

Relative flow velocity of the submerged body relative to the sea is an important

parameter in the investigation of towed body and recovery operations. In the simu-

lations in Chapter 3, this velocity was set to the mean ship velocity. In flume tank

experiments, the relative flow velocity will be emulated by circulating the water in

the flume tank at a uniform flow speed. It is therefore important to investigate the

effects that the flow speed will have on the generation of waves in the tank.

The impact of sea currents on wave heights is an observed phenomenon that

has been investigated in many sea conditions. Viitak et al. [47] studied the effects of

surface currents and sea level on significant wave heights in the Eastern Baltic Sea

and found a clear effect of surface currents on wave field evolution where increases

and decreases of 20% significant wave heights were seen in both the model and in

situ wave measurements. An increase in significant wave height was observed when

the waves and current were propagating in opposite directions, while a decrease in

significant wave height was observed for waves and current propagating in the same

direction. Ardhuin et al. [48] also demonstrated that variations in current are the

main source of variations in wave height at the same scale.

The boundary value problem was briefly investigated for regular waves in
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section 2.3.1 where the flow potential for a propagating wave with a uniform flow

current Uo is given in Equation 2.12. A similar solution could be found for the wave-

maker problem; however, when extending this boundary value problem to wavemaker

theory, it is more convenient to adopt a reference frame that moves with the flow

current Uo. In this moving reference frame, there is no flow current and the solution

to the wavemaker boundary value problem for the no current condition found in the

previous section can be used [9]. Relating the moving reference frame to the station-

ary one requires that the wavelength be the same in both systems and that the period

T relative to the stationary frame relates to the period T ′ of the moving reference

frame by

T = T ′
(

1− Uo
C

)
, (5.15)

where the celerity C is obtained from the dispersion relationship and replacing ω with

kC

(C − Uo)2 =
g

k
tanh(kh). (5.16)

Dean and Dalrymple [9] solved Equation 5.16 using the quadratic solution and re-

placing the wave number k with ω/C, from the definition of phase velocity where

C = ω/k, such that

C =
(
Uo +

g

2ω

)
+

√
Uog

ω
+

1

4

( g
ω

)2
. (5.17)

Applying Wu’s [24] semi-analytical solution using the new moving coordi-

nate frame, the effects of an applied uniform current on the wave amplitude to height

ratio can be obtained. Figure 5.4 plots the relationship between the wave amplitude

to stroke ratio a/S and a uniform current Uo flowing in the direction of the propa-

gating wave. Figure 5.4 shows a decrease in the wavemaker amplitude to stroke ratio

with increasing uniform current in the direction of propagating waves. The latter

demonstrates that for a constant wavemaker stroke length, the wave amplitude prop-

agating from the wavemaker will be smaller if a current is applied in the direction

of the wave, and that as this current is increased, the wave amplitude of the gener-
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Figure 5.4: Relationship between a uniform current and the wave amplitude to
stroke ratio of a plunger-type wavemaker. Here, ω = 7.4 rad/s and h = 1 m.

ated wave will decrease for the fixed stroke length S. This observation from Figure

5.4 is similar to observations made by Viitak et al. [47], where a decrease in signifi-

cant wave height was observed when currents flowing in the direction of propagating

waves was present. For purposes of plunger wavemaker design, the boundary collo-

cation method is judged to be acceptable for describing the plunger wavemaker-wave

interactions with uniform current based on the analysis performed above; however,

experimental validation will be required to verify the accuracy of the model.

In terms of wavemaker design, Figure 5.2 is useful as it provides a means

to analyze different plunger wedge geometries once a wavemaker operating point is

selected. In the next section, the selection of the desired wavemaker operating point

for the flume tank will be discussed. Figure 5.2 will also be advanced to include the

effects of expected operating currents in the flume tank in order to develop a design

for a wavemaker.
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5.2 Conceptual design of a plunger-type wavemaker

To address the third objective of this thesis, a design method for designing a plunger-

type wavemaker is presented in this section. Selecting the operating point for the

plunger wavemaker design requires knowledge of the water channel’s operational con-

ditions at the location where the wavemaker will be implemented, as well as the

desired amplitudes and periods of the waves to be generated in the channel. The

water depth of the flume tank test section at Carleton University can be adjusted up

to h = 86 cm and is typically filled to h = 71 cm. The maximum current at which

the water can circulate in the flume tank is specified as 0.305 m/s.

The wavemaker is to reproduce flume scale sea states 3 to 6 that are de-

scribed by ranges of significant wave heights and modal periods in Table 2.2. To

select an operating point representative of the ranges of conditions encountered in

sea states 3 to 6, the modal period Tp = 0.85 s is selected as it is both near the

average modal period of 0.80 s across the four sea states, and it occurs in the modal

period ranges of each sea state of interest. A modal period of 0.85 s gives a wave

frequency of ω = 7.392 rad/s. With known values for h, ω, g and Uo, the progressive

wave number kp can be computed using Equations 5.16 and 5.17.

Figure 5.5 advances Figure 5.2 to include the effects of flow current on the

wavemaker design. In Figure 5.5, the amplitude to stroke ratio a/S is plotted vs the

dimensionless frequency parameter kpb for flow currents Uo that are represented by

various line styles and for different plunger wedge aspect ratios d/b.

Two parameters must be selected in order to set the design set point. The

parameters may be later changed during design iteration, but must be initially set

to provide a start point for the design process. The parameters to be selected are

the the amplitude to stroke ratio a/S and the plunger wedge aspect ratio d/b. These

parameters drive the actuator sizing requirements for the wavemaker. Important

considerations when sizing the actuator for the wavemaker are the resolution of the
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Figure 5.5: Amplitude to stroke ratio vs dimensionless frequency parameter kpb for
various wedge shapes and current Uo where h = 71 cm and T = 0.85 s.

plunger amplitude to stroke ratio and the travel speed of the plunger actuator Va.

The following procedure summarizes the plunger-type wavemaker design process using

Figure 5.5 as a design tool to size the actuator and define the plunger wedge shape.

a. Set the operating parameters that describe the test environment: flow current

Uo, water depth h, wave period Tp and the maximum desired wave amplitude

a, e.g. a = Hs/2.

b. Solve for the wave number kp using Equation 5.17.

c. Select a desired amplitude to stroke ratio a/S. An amplitude to stroke ratio

that is less than 1 yields a greater resolution for actuator displacement, but can

also limit the maximum wave amplitude that can be created by the actuator.

d. Select a plunger wedge aspect ratio d/b to start. From Figure 5.5, larger d/b

ratios correspond to smaller a/S ratios, which as mentioned in the step above

is desirable for greater resolution in actuator displacement.

e. Find kpb on the abscissa of Figure 5.5 at the point where the amplitude to stroke
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ratio a/S intersects the d/b curve. The operating point is now defined as the

point (kpb, a/S).

f. Solve for the plunger width b = kpb/kp and plunger length d = d/b ∗ b. The

wedge length d must not exceed the actuator stroke length S.

g. The required actuator travel speed Va is given by Va = 2a
Tm

1
(a/S)

.

h. Select an actuator that meets the requirements S ≥ d and Va ≥ 2a
Tm

1
(a/S)

.

i. Evaluate the actuator stroke length S and travel speed Va against all desired

test conditions to be produced by the wavemaker by reiterating through steps

a. to h.

Figure 5.6 shows a conceptual design of the plunger-type wavemaker. It con-

sists of a vertical structure built with extruded t-slotted aluminum members attached

to a moving carriage that glides vertically along the rails on four sleeve bearings. The

plunger wedge is rigidly attached to the carriage and is the only component that is

submerged. In future work, the wavemaker design will be finalized according to the

procedure outlined above, and will be tested in the flume tank. The next section will

present the design of the robotic ship motion simulator.

5.3 Design overview of a robotic ship motion sim-

ulator

The second objective of this thesis was to develop and quantify a ship motion sim-

ulator for the flume tank laboratory at Carleton University. As briefly discussed in

Chapter 2, this ship motion simulator must produce motion in 5 degrees-of-freedom:

the translations surge, sway and heave, and the roll and pitch rotations depicted in

Figure 2.2. Requirements for the total displacement of each degree-of-freedom are

summarized in Table 5.1 as well as the desired payload mass to be moved by the ship
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Figure 5.6: Conceptual design of a plunger-type wavemaker for the Carleton Uni-
versity flume tank.

motion simulator. The desired displacement values were selected such that scaled

ship motion data could be reasonably emulated based on the size constraints of the

flume tank test section. In addition to the requirements in Table 5.1, the ship motion

simulator must also be corrosion resistant as it will operated in an environment where

water spray can occur. A desired IP rating of IP67 or higher was therefore specified.

Design Requirement Specification
Surge Displacement 200 [mm]
Sway Displacement 200 [mm]
Heave Displacement 200 [mm]
Roll Displacement ± 20 [deg]
Pitch Displacement ± 20 [deg]
Payload Mass 25 [kg]

Table 5.1: Design requirements for a 5 DOF robotic ship motion simulator.
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The final design of the robotic ship motion simulator is shown in Figure

5.7 and consists of an aluminum structure that supports a parallel manipulator on

a translating gantry system base. On the left of Figure 5.7 is the final CAD model,

and on the right is the final build assembly of the ship motion simulator mounted to

the flume tank test section via C-clamps. The technical drawing package for the ship

motion simulator is included in Appendix B. The surge and sway displacements are

achieved with a gantry system that moves in the x-y horizontal plane. The heave, roll

and pitch motion are achieved via a 3-DOF parallel manipulator that hangs below

the gantry system. The bottom structure is built up to provide enough clearance

above the mean water level.

Top view representations of the surge-sway gantry system are shown in Fig-

ure 5.8. Figure 5.8a depicts the gantry system in its initial surge and sway positions

and Figure 5.8b depicts the gantry system at the maximum surge and sway displace-

ments. The surge and sway motion are independently actuated by linear actuators

that provide a maximum displacement of 200 mm in both the surge and sway direc-

tions. The carriage sits on four sleeve bearings and moves along aluminum rails with

bearing pads that resist dirt and water. The carriage supports the base of the 3-DOF

heave motion platform which hangs below the carriage, as illustrated in Figure 5.7. In

the following section, a kinematic analysis of the heave motion platform is provided.

5.4 Kinematic analysis and control scheme

The heave motion platform provides motion in heave, roll and pitch. Figure 5.9 shows

the 3-DOF motion platform design consisting of a top base platform attached to the

carriage of the surge-sway gantry system to which three linear actuators are attached

via pinned joints, and a bottom end-effector platform which is attached to the three

actuators via universal joints. One important requirement for the motion platform

is that the roll and pitch motion of the end effector be about the x and y axes of
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Figure 5.7: CAD model representation (left) and physical assembly (right) of the
robotic ship motion simulator designed and built for the Carleton University
flume tank.

Figure 5.8: Top view representation of the surge-sway gantry system with a) showing
initial positions of both axes and b) showing the end position of 200 mm on
both axes.

the gantry system, i.e. the translation from the base frame of the platform to the

end effector platform frame must at all times be only along the z axis. The latter

requirement ensures that only pure rotation about the x and y axes occur at the
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end effector platform, in addition to heave, which must occur in order to properly

emulate all five degrees-of-freedom of the ship motion about a common origin. While

the surge and sway motions can be individually actuated, the inverse kinematics of

the parallel manipulator are required to obtain the actuator stroke lengths necessary

to achieve each heave-roll-pitch configuration.

Figure 5.9: Isometric view representation of the 3-DOF motion platform. Note:
support structure and the surge-sway gantry system have been removed for
clarity.

5.4.1 Inverse kinematics of a parallel manipulator

For the purpose of analyzing the kinematic model of the parallel manipulator, two

relative coordinate frames are assigned. Figure 5.10 shows the schematic of the kine-

matic model with the base Cartesian coordinate frame XBYBZB assigned to the centre

of the base at point OB, which is equivalent to the surge-sway gantry system coordi-

nate frame, and a platform coordinate frame XPYPZP at the centre of the end-effector

platform at point OP . The pinned joints are located at points B1, B2 and B3 and the

driven universal joints at the platform are located at points P1, P2 and P3. The length

of the ith leg, li, (i = 1, 2, 3) represents the displacement of the driving prismatic
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joints. lo represents the initial retracted length of the actuators and rb and rp are the

radii of the base and platform passing through the joints at Bi and Pi respectively.

Figure 5.10: Kinematic model for a 3-DOF parallel kinematic manipulator.

The inverse kinematics of the 3-DOF heave motion platform will be used

to determine the actuator displacements li required to achieve the desired motion

platform configuration. The kinematic analysis of a Stewart platform given by Liu

et al. [49] has been modified to calculate only three leg lengths, with joint geometry

influenced by Ng et al. [50].

Similar to Ng et al. [50], the positions of Bi in the base frame XBYBZB are

equally spaced at 120° of each other are expressed by vectors
−→
bi

−→
b1 = [rb, 0, 0]T ,

−→
b2 =

[
−1

2
rb,

√(
3

2

)
, 0

]T
,
−→
b3 =

[
−1

2
rb,−

√(
3

2

)
, 0

]T
(5.18)

and, likewise, the positions of Pi in the moving platform frame XPYPZP are expressed
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by vectors −→pi

−→p1 = [rp, 0, 0]T , −→p2 =

[
−1

2
rp,

√(
3

2

)
, 0

]T
, −→p3 =

[
−1

2
rp,−

√(
3

2

)
, 0

]T
(5.19)

where, for the designed heave motion platform, rB = rP = 140.5mm.

The homogeneous transformation P
BT describes the transformation from the

platform frame, superscript P, to the base frame, subscript B, and has the form

P
BT =


P
BR3x3 qx

qy

qz

0 0 0 1

 (5.20)

where the translation vector from the platform to the base is defined by B~q =

[qx, qy, qz]
T and P

BR is the 3x3 rotation matrix from the platform frame to the base

frame following the pitch-roll-yaw (θ, φ, ψ) convention given by [51]

P
BR =


cosθcosψ cosθsinψ −sinθ

sinφsinθcosψ − cosφsinψ sinφsinθsinψ + cosφcosψ cosθsinφ

cosφsinθcosψ + sinφsinψ cosφsinθsinψ − sinφcosψ cosθcosφ

 . (5.21)

Yaw ψ will always be zero as the geometry of the designed motion platform does not

permit any orientation about the z axis. The initial qz value is equal to the initial

fully retracted position of the actuators, such that qz(t = 0) = lo.

In order to determine the leg lengths li, the joint positions at the base and

platform must both be expressed in terms of the same reference frame [49], which in

the current work is the base frame. From the transformation matrix P
BT defined in

Equation 5.20, the coordinates of the ith platform joint in terms of the base frame are
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therefore determined by the vector
−→
Pi−→Pi

1


4x1

=P
B T

−→pi
1


4x1

. (5.22)

The leg lengths, li are defined by the magnitude of the vectors between the

base and platform joints. As the positions of the base and platform joints have been

defined in the same reference frame, the base frame, the leg vectors are found by

simply subtracting vectors
−→
bi from vectors

−→
Pi . The magnitude of the resulting leg

vectors are therefore

l1 =
√

(P1x − b1x)2 + (P1y − b1y)2 + (P1z − b1z)2, (5.23)

l2 =
√

(P2x − b2x)2 + (P2y − b2y)2 + (P2z − b2z)2, (5.24)

l3 =
√

(P3x − b3x)2 + (P3y − b3y)2 + (P3z − b3z)2. (5.25)

The method of determining the required actuator length inputs, expressed

by Equations 5.23 to 5.25, for any desired platform orientation has now been defined

when given values for heave, roll and pitch. Next, the workspace of the motion

platform will be analyzed to determine all possible orientations of the platform.

5.4.2 Workspace analysis

For this analysis, the workspace of a robot is defined as the set of positions and

orientations that the robot is able to reach given the physical and mechanical limita-

tions of the design [51]. The workspace of the 3-DOF heave platform depends on two

geometric parameters: the stroke length of the prismatic link li and the limitations

of the universal joint angles of the platform. As the prismatic links are attached

perpendicular to the base, there is no need to check for leg interference.
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As with the actuators of the surge-sway gantry system, the stroke length

of the motion platform actuators is 200 mm. The maximum operating angle of the

selected universal joints is 25°. Since the requirements for the ship motion simulator,

summarized in Table 5.1, specify desired roll and pitch angles of ± 20°, the limiting

criterion of the workspace therefore becomes the length of the prismatic links. This

limiting criterion is expressed as lmin < li < lmax where lmin is the minimum length

of the actuators, and lmax is the maximum extended length of the actuators. For the

actuators used for the robotic ship motion simulator, lmin = lo = 418.3 mm, which

includes the actuator housing and mounting brackets, and lmax = 200 mm + lo =

618.3 mm.

An algorithm was created to compute the workspace of the motion platform.

The structure of the workspace algorithm was influenced by the workspace optimiza-

tion analysis performed by Badescu, Morman and Mavroidis [52], and simplifications

made to this method made by Ngu et al [50] and Brecht [51]. The algorithm iterates

through every possible platform orientation defined by roll and pitch angles φ and

θ and heave translation qz at fixed steps. At each step, the platform joint positions

are computed and compared with the geometric constraints outlined above. The

algorithm is summarized as follows:

a. The algorithm first initializes the vectors
−→
bi ,
−→pi , defined in Equations 5.18

and 5.19 respectively, according to the radii of the platform and base. The

translation vector from the platform to the base B~q is initialized to [0, 0, lo]
T

and the pitch-roll-yaw rotation angles are initialized to θ = 0, φ = 0 and ψ = 0.

The yaw ψ is always equal to zero as there is never rotation about the z axis.

b. Next the leg lengths l1, l2 and l3 and the platform joint positions
−→
Pi are calcu-

lated via the inverse kinematics method provided in Section 5.4.1. The platform

centre position OP from Figure 5.10 is also computed in the base frame.

c. The algorithm then evaluates the leg lengths l1, l2 and l3 against the minimum

and maximum actuator length constraints lmin and lmax. If the leg lengths
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satisfy the lmin and lmax constraints, the verified Cartesian coordinates of points

Pi and OP are stored. Orientations that do not satisfy the leg length constraints

are flagged for further analysis.

d. The algorithm iterates to the next platform orientation and repeats steps b and

c until all possible platform orientations have been stepped through.

e. Finally, a 3D plot is generated from the stored points Pi and OP .

The algorithm was implemented in Matlab where heave was iterated over the interval

lo < qz < (lo + 200 mm) at a 1 mm step size and roll and pitch were iterated over the

intervals −20° < φ < 20° and −20° < θ < 20° respectively at 1° intervals.

Figure 5.11 plots the workspace of the heave motion platform for the plat-

form joint positions P1, P2, P3 and centre point OP . The x-y origin is located at

the origin of the base platform. Since the platform hangs below the base, all heave

values are negative relative to the base. For the purposes of improved visualization,

the points in Figure 5.11 are plotted for platform orientations computed at 20 mm

and 10° intervals instead of the 1 mm and 1° step sizes specified above.

Figure 5.11: Workspace of the surface points P1, P2, P3 and origin OP .
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Figures 5.12a,b,c plot the workspace of the heave motion platform in the

base frame Cartesian planes x-y, x-z and y-z respectively. It is observed in Figure

5.12a and 5.12b, that the point OP has no x-y displacement, fulfilling the requirement

for pure rotation about the x and y axes of the surge-sway gantry system. The x and

y displacement of the platform points P1, P2, P3 are due to the roll and pitch of the

platform that causes the actuators to rotate at small angles about the pinned joints

at the base.

To better visualize the physical manifestation of the inverse kinematics ap-

plied to the heave motion platform, the 3D assembly model of the motion platform,

shown in Figure 5.9, was imported into the Matlab Simulink environment where the

proper constraints were applied to the joints. The driving prismatic joints were given

the leg length inputs, computed via the inverse kinematics, to simulate various plat-

form orientations. Figure 5.13 shows the motion platform driven to a position of 100

mm heave and 20° roll. Likewise, Figure 5.14 shows the motion platform driven

to a position of 100 mm heave and 20° pitch. Additionally, Figures 5.13 and 5.14

highlight that the pivot point of each universal joint is actually located at an offset

distance from the platform. With this offset, the platform origin will not stay in line

with the origin of the base, as observed in workspace plotted in Figures 5.11 and

5.12. This observation prompted a new study of the platform kinematics in order to

revise the model to reflect the effects of the universal joint offset and to investigate

the significance of the offset distance.

Figure 5.15 illustrates the new geometry that arises from the universal joint

offset distance k. For the universal joints selected for the heave motion platform the

offset k is to be 50.82 mm from the manufacturer’s drawings. The U-joint positions in

the base frame B−→Ui are defined at the pivot point of the U-joints. Since the distance

k was not taken into account in the previous analysis, the U-joint positions B−→Ui are

in fact the positions previously defined as Pi in Equation 5.22. With B−→Ui known from

the previous analysis, the corrected platform position vectors
−→
Pi must be evaluated.
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(a)

(b)

(c)

Figure 5.12: Workspace of the surface points P1, P2, P3 and origin OP in the base
frame Cartesian planes a)x-y, b)x-z and c)y-z.
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Figure 5.13: Representations of a 20 deg roll angle on the 3-DOF motion platform.

Based on the physical constraints of the fixed end of the universal-joint, the

offset k is always perpendicular to the platform and its direction is therefore parallel

to the normal vector of the platform. As the position of the platform points expressed

in the platform frame have not changed, the normal vector of the plane, −→n p created

by the platform can be calculated by

−→n p = (−→p1 −−→p2)× (−→p1 −−→p3) (5.26)

and the magnitude of the normal vector n̂p is

n̂p =
~np
‖~np‖

. (5.27)

The vector describing the U-joint offset is therefore defined as kn̂p. Now, the position

of the U-joint pivot point from the base frame B−→Ui is known and the position of the

U-joint pivot point from the motion platform kn̂p is known. With this information,
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Figure 5.14: Representations of a 20 deg pitch angle on the 3-DOF motion platform.

Figure 5.15: U-joint offset k from the platform.

evaluating
−→
Pi now becomes a simple vector addition given by

−→
Pi =B −→Ui + kn̂p. (5.28)

Figure 5.16 illustrates the method of evaluating
−→
Pi using the method explained above.

One final correction must be made so that the kinematic model matches

the physical motion platform. Since the position
−→
Pi has changed due to the offset,

the leg lengths li must also be amended for proper control and use. Figure 5.17

illustrates the correction that must be made to the leg lengths where the value l′i

shows the leg lengths that were calculated using the uncorrected inverse kinematics in
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Figure 5.16: Platform position correction due to offset k.

the figure. The U-joint pivot point is now displaced above the platform and therefore

the correction factor b must be subtracted from l′i to obtain the corrected leg lengths

li. Defined geometrically, b represents the component of the offset vector kn̂p in the

direction of the leg orientation denoted l̂i. Now, b can be defined algebraically as the

scalar projection of the offset vector kn̂p onto the vector bl̂i as expressed by

b = kn̂p
bl̂i∥∥∥bl̂i∥∥∥ . (5.29)

Figure 5.17: Actuator extension correction for the ith leg.

The heave motion platform workspace was again computed following the

procedure outlined above using the corrected platform point positions and leg lengths.

Figure 5.18 plots the workspace of the heave motion platform for the platform joint

positions P1, P2, P3 and centre point OP . The x-y origin is located at the origin of
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the base platform. Figures 5.19a,b,c plot the workspace of the heave motion platform

in the base frame Cartesian planes x-y, x-z and y-z respectively.

Figure 5.18: Workspace of the surface points P1, P2, P3 and origin OP corrected for
the U-joint offsets.

It is observed in Figure 5.19a, that the point OP now has displacement in the

x and y displacements, unlike what was observed in Figure 5.12a. In fact the origin

point of the platform OP fluctuates by an amount of ±17.32 mm in the x and y. The

fluctuation is significant as it means the rotations of the platform are no longer about

the base frame x and y axes. The movement of the x and y platform axes causes

the translation relative to the base frame. The translation of the x and y axes of the

platform frame is separate from the surge and sway translation of the gantry system,

or base frame. For small scale ship motion, the additional translation will cause more

error if it is not taken into account during trajectory planning.

Figure 5.20 shows the workspace volume of the entire motion platform, rel-

ative to the initial platform position of z = 0, θ = 0 and φ = 0. Each plotted dot

represents a point along the platform at 5 cm intervals. The entire clearance volume

that must be available to the motion platform during operation can be inferred from

Figure 5.20.
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(a)

(b)

(c)

Figure 5.19: Workspace of the surface points P1, P2, P3 and origin OP corrected for
the U-joint offsets in the base frame Cartesian planes a)x-y, b)x-z and c)y-z.
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Figure 5.20: Workspace of the entire motion platform, relative to the initial platform
position, corrected for the U-joint offsets.

As a final analysis for this section, the flagged positions that did not meet

the leg length criterion were investigated to see which platform orientations should

be avoided in trajectory planning. The flagged data showed that the positions where

the actuator limits were exceeded exclusively occurred when heave was above the

relative position of 163 mm combined with a roll and/or pitch orientation above

0°. Specifically, heave greater than 163 mm is not possible with any roll or pitch

displacement. Therefore, in trajectory planning, heave must always be below the

threshold value of 163 mm, relative to lo. It is noted that the limitation on heave

displacement does not meet the design requirement of a 200 mm heave displacement

but is still considered acceptable.
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5.5 Preliminary experimental validation of a ship

motion simulator system

The ship motion simulator frame was built out of t-slotted aluminum framing. Actua-

tor mounting brackets, universal joint to actuator adapters and the base and platform

plates were designed and precisely machined in the Carleton University machine shop

to required tolerances. The linear actuators selected in the design process have a 500

N capacity and a speed of 19 mm/s fully loaded. Theses actuators exceed the load

requirement for a payload of 25 kg, as even if two of three motion platform actuators

fail, one actuator can still support the static load of 25 kg at a safety factor of 2.

In the next section, the control and trajectory planning of the actuator positions is

discussed.

5.5.1 Control and trajectory planning of the ship motion

simulator

Figure 5.21 shows the block diagram of the entire electrical and control system. Posi-

tion control was selected for the ship motion simulator system. The linear actuators

are outfitted with a hall effect sensor that provides analog position feedback for the

200 mm stroke length, encoded as a 0.5 V to 4.5 V signal. To drive the actuators, a

linear actuator control board was selected that features a tunable PD position con-

troller. This control board can accept either analog voltage or current signals or

digital PWM signals as inputs; however, initial testing of the device showed that the

analog input provided the most stable actuator operation compared to a PWM input

signal. The entire ship motion simulator system is controlled by the NI myRIO, a

real-time embedded module with the required number of analog output ports needed

for the control of the five ship motion simulator actuators and one actuator for the

wave generator.
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The PD position controller programmed by the manufacturer into the actu-

ator control board takes the analog feedback signal from an actuator and the desired

input position for the actutor from the myRIO, encoded to a 0 V - 3.3 V analog input

signal, and determines the control signal to be sent to the actuator. However, the

actuator control board require a 3.3 V-0 V signal as feedback from the actuators, so

a shifter-scaler circuit was built to shift and scale the 0.5 V - 4.5 V feedback signal

from each actuator to the 0 V - 3.3 V scale that can be interpreted by the control

board.

Figure 5.21: Overview of electrical and control system components for the 5-DOF
robotic ship motion simulator.

Trajectory planning of the ship motion simulator requires ship motion data.

For the preliminary experimental validation of the ship motion simulator, it was

desired that the platform be moved through the entire workspace in order to fully

test the system. Using ShipMo3D [14], a 120 m craft was constructed which is

representative of a generic frigate. Ship motion was simulated at a speed of 6 kn

and at heading of 165° in an oblique seaway. The seaway was modelled with a

unidirectional Bretschneider spectrum where the significant wave height was 5.0 m

and a peak wave period of 12.4 seconds.

The simulated ship motion data was be scaled to the maximum values within

the workspace of the ship motion simulator. This scaling was done by reducing the

overall maximum value of surge, sway and heave displacements to 200 mm, and
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checking that the scaled heave displacement did not exceed 160 mm. Next, the

maximum value of the roll and pitch positions was scaled to 20° so that the maximum

platform positions could be tested experimentally. Figure 5.22 plots the resulting

scaled ship motion data. Yaw was set to 0° as no yaw motion can be simulated.

Figure 5.22: Ship motion data in all degrees-of-freedom simulated using ShipMo
3D and scaled to the workspace of the ship motion simulator.

From the scaled ship motion data, the inverse kinematics of the heave motion

platform was use to determine the actuator extension lengths required to achieve the

heave-roll-pitch orientations. Next, surge, sway and platform leg displacements were

scaled to a 0-3.3 V scale for the analog inputs to the actuator control boards. Tests

were first run in the lab to verify the setup, before the robotic ship motion simulator

was clamped to the flume tank, as shown in Figure 5.7.
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5.5.2 Experimental results

Three experimental tests of the robotic ship motion platform were run for 100 s

of motion. Figure 5.23 compares the actuator setpoint signals and analog feedback

signals, in voltage and in mm, as a function of time for each actuator. The actuator

feedback signals were flipped in post-processing to a 0 V - 3.3 V scale (from the 3.3 V

- 0 V scale) in order for a direct comparison to be made between the signals. Omitting

the first 5 seconds of data where the actuators are observed to be catching up to the

setpoint values, the standard deviation of error between the setpoint and feedback

signals varied between 0.129 V and 0.329 V (7.8 mm and 19.9 mm) for the actuators.

The maximum error over the same 5-100 s period varied between 0.5 V and 1.83 V

(30.3 mm and 111 mm) for the actuators. In both cases, the surge actuator yielded

the highest standard deviation of error and maximum error.

Most of the error observed between the setpoint and feedback signals is as-

sumed to result from feedback signal lagging the setpoint. This delay is not considered

to be an issue with the system because the purpose of the ship motion simulator is

to replicate ship motion, which is not a time sensitive application. Furthermore, it

is anticipated that an IMU will be mounted to the motion platform in future work

that will provide the actual platform orientation in real time. Therefore, from this

preliminary analysis, the ship motion simulator system is completed.

A contribution to this thesis was to develop a robotic ship motion simulator

to be used in the flume tank laboratory at Carleton University. It was demonstrated

the designed system is capable of replicating ship motion using the systems entire

workspace.
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5.6 Summary

This chapter has provided an in-depth analysis of the development of key experimental

equipment for the Carleton University water channel laboratory, meeting the third

and fourth objectives of this thesis. The design of a plunger-type wavemaker has been

thoroughly investigated such that the effects of depth, water current and plunger

aspect ratios are all quantified. With depth, water current and plunger geometry

quantified as design parameters, it was shown that the selection of an operating

point provides an objective means to obtain a design solution for specific operating

conditions.

The design of the robotic ship motion simulator was also thoroughly an-

alyzed. The kinematic workspace analysis uncovered the previously overlooked pa-

rameter of the universal joint offset. It was shown that this offset had a significant

effect of the end-effector motion, and that it cannot be ignored. The performance of

the ship motion simulator was also investigated through preliminary testing and the

system was validated and is ready for use in future experimental testing requiring

ship motion.
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Figure 5.23: Preliminary testing results of the ship motion simulator comparing the
analog inputs and actuator feedback signals.
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Chapter 6

Conclusions and Future Work

The main objectives of this thesis were:

1. To investigate whether the inclusion of wave synchronization in a set-point

algorithm for the control of a winch based compensator system is useful in

towed recovery operations.

2. To develop and quantify a robotic ship motion simulator to replicate ship motion

in the Carleton University flume tank laboratory.

3. To design a wavemaker capable of creating waves at a flume tank scale.

4. To investigate the fidelity of a wave prediction algorithm for forecasting fu-

ture breach conditions and present initial development in defining the criteria

required for a safe breach condition.

In this chapter, the contributions of the thesis are summarized in the context

of the four main objectives in Sections 6.1 - 6.4. Section 6.5 discusses areas of future

work relating to this research.
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6.1 Objective 1

Chapter 3 introduced the effects of waves to Calnan et al.’s cable model, where

both regular and irregular waves were modeled. The system was used to simulate a

towbody during a lifting operation, where the towbody was reeled in at a constant

velocity. The effects of the waves were included in determining the hydrodynamic

forces on the towbody both when submerged and during breach where, in the latter,

slam loads and exit loads were added.

The simplified waterline and rigorous sheave setpoint algorithms were amended

to include the wave motion. The waterline set-point algorithm for heave compensa-

tion determines a setpoint for a winch system control loop based on ensuring that

the same point along the tow cable always crosses the mean water level. With wave

synchronization, the setpoint ensures that the distance from the sheave to the mean

water level is kept constant during the lifting operation. The revised setpoint is de-

termined by subtracting the water surface elevation from the height of the sheave

above the mean water level. The sheave setpoint algorithm determines the amount

of cable to reel in and out based on the projection of the sheave displacement onto its

nominal position. To include wave synchronization, the sheave setpoint is amended

by including the displacement of the water surface caused by waves with the sheave

displacement.

The simulation results indicated that wave synchronization does not benefit

compensator strategies based on the metrics used in the analysis. When considering

the standard deviation of the cable tension, the metric used by Sagutun et al. [2],

the simulations that were run with combined wave synchronization and heave com-

pensation performed similarly to those run with only heave compensation. Moreover,

both the combined and heave only strategies performed worse than simulations with

no control method applied in all cases. It is therefore suggested that motion compen-

sation efforts for towed recovery operations do not require the added complexity of

wave synchronization.
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6.2 Objective 2

In Chapter 5, a robotic ship motion simulator was designed to simulated surge, sway,

heave, roll and pitch motion. The design includes a 3-DOF motion platform that re-

produces the heave, roll and pitch. A kinematic analysis was performed to characterize

the workspace of the system, from which it was shown that a maximum constraint of

160 mm is required for the heave motion of the end effector. The performance of the

ship motion simulator was also investigated through preliminary experimental testing

where the standard deviation of error between the desired input ship motion and the

resulting recorded actuator motion varied from 7 mm to 19 mm between actuators.

The surge actuator motion saw the largest standard deviation of error, which was

attributed to lag in the system. It is anticipated that this lag can be removed from

the feedback signal in post processing.

6.3 Objective 3

Also in Chapter 5, wavemaker theory was investigated for plunger type wavemakers:

the wavemaker type that was selected for the flume tank environment in Chapter 2.

The influence of water depth and plunger aspect ratio were explored through Wu’s

numerical wavemaker model [24]. The numerical model was advanced to include the

effects of water current on plunger type wavemaker designs. It was shown that, with

increasing current in the direction of propagating waves, the amplitude to stroke ratio

decreases. With the operating conditions fully defined and included in the wavemaker

model, the selection of a design operating point was discussed, providing an objective

means for the design of a plunger type wavemaker, which previously was not found

in the literature.
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6.4 Objective 4

Chapter 4 described the generalized formulation and tuning of a wave prediction al-

gorithm as it applies to the determination of a Go-NoGo state for predicting safe

breach conditions. Key modification made to the SPA were the implementation of

continuous mode detection, that enables the algorithm to dynamically handle chang-

ing conditions of the input signal, and tuning the SPA by setting a peak height

sensitivity parameter that is used for determining the dominant peaks in the FFT

spectrum during mode detection. For the normalized amplitudes of both wave and

ship motion, setting the peak sensitivity parameter to a value of µ = 0.1 was found

to be sufficient in simulations.

The chapter also described the development of useful GO criteria used for

producing the Go-NoGo state used to identify safe breaching opportunities. Because

prediction error increases over the prediction horizon, it was determined that a GO

scenario identified by the maximum point of the prediction should not be used, as this

approach can lead to erroneous conclusions regarding the Go-NoGo state. Instead, a

GO scenario defined by the mean and one standard deviation of the predicted signal

over the prediction horizon was found to produce a Go-NoGo signal that agreed most

with the desired Go-NoGo signal for up to 10 s.

Performance of the SPA-Go-NoGo function was further improved with the

implementation of a latching algorithm that successfully removed undesirable fluctu-

ation in the Go-NoGo signal.

6.5 Future Work

This thesis has shown that separate wave synchronization is not required for towed

launch and recovery operations in simulation. Signal prediction could be used else-

where for improving active compensator strategies. The following are recommenda-
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tions for future work that can validate and improve simulation results and build upon

this research:

1. Experimental validation of the flume-scale wave synchronization set point sim-

ulation results.

2. Experimental quantification of the robotic ship motion simulator using real-

time measurements of the end-effector position to validate the kinematic model

of the system.

3. Build and test a plunger-type wavemaker based on the operating point selection

discussed in Chapter 5. The wavemaker can then be used to verify the addition

of current to the numerical wavemaker model. Due to the short length of the

flume tank test section, reflected waves are expected to influence the partially

standing wave field. The effects of wave reflection should be measured and

quantified. Reducing the amount of wave reflection could also be investigated

through the use of a passive wave absorber.

4. A more accurate cable model that includes winch and sheave dynamics could

be used in simulation, such as that developed by Westin [53, 54, 55], to improve

the wave synchronization simulation results.

5. Perform full scale simulations to verify flume scale simulation results in real-

world conditions.

6.6 List of Publications

The following papers were published based on the work shown in this thesis:

1. McPhee J., Irani R.A. (2018) On-line Determination of a Go-NoGo State Us-

ing a Continous Estimation of the System Response, In the Proceedings of
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6.6. LIST OF PUBLICATIONS

The Canadian Society for Mechanical Engineering International Congress 2018

(CSME 2018), May 27-30, 2018, Toronto, ON, Canada.

2. Abujoub S., McPhee J., Westin C., Irani R. A. (2018) Unmanned Aerial Ve-

hicle Landing on Maritime Vessels using Signal Prediction of the Ship Motion,

OCEANS 2018 Charleston Conference October 22 – 25, 2018.
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Additional Figures
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(a) Combined heave compensation
and wave synchronization.

(b) Combined heave compensation
and wave synchronization.

(c) Heave compensation. (d) Heave compensation

(e) Null control. (f) Null Control

Figure A.1: Simulated results with irregular waves at SS6, Tp = 1.01 s and Hs =
0.035 m. Wire tension is shown on the left for a) combined heave compensation
and wave synchronization, c) heave compensation only and e) no control. The
towed body position in the world frame z direction is shown on the right for
b) combined heave compensation and wave synchronization, d) heave compen-
sation only and f) no control. The towed body breach point is indicated by a
hexagram in the towed body position figures.
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(a) Combined heave compensation
and wave synchronization.

(b) Combined heave compensation
and wave synchronization.

(c) Heave compensation. (d) Heave compensation

(e) Null control. (f) Null Control

Figure A.2: Simulated results with irregular waves at SS3, Tp = 0.63 s and Hs =
0.007 m. Wire tension is shown on the left for a) combined heave compensation
and wave synchronization, c) heave compensation only and e) no control. The
towed body position in the world frame z direction is shown on the right for
b) combined heave compensation and wave synchronization, d) heave compen-
sation only and f) no control. The towed body breach point is indicated by a
hexagram in the towed body position figures.
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Figure A.3: Simulated results for the towed body position with no control during a
recovery operation with irregular waves at SS3. The towed body breach point
is indicated by a hexagram.
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Figure A.4: Simulated results for the towed body position with no control during a
recovery operation with irregular waves at SS6. The towed body breach point
is indicated by a hexagram.
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Figure A.5: Simulated results for the towed body position with only heave com-
pensation during a recovery operation with irregular waves at SS3. The towed
body breach point is indicated by a hexagram.
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Figure A.6: Simulated results for the towed body position with only heave com-
pensation during a recovery operation with irregular waves at SS6. The towed
body breach point is indicated by a hexagram.
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Appendix B

Technical Drawings

Appendix B contains the technical drawing package for the ship motion simulator.

Changes to the design were made ad hoc during assembly to accommodate additional

equipment which are not reflected in the drawings below.
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11 2 LA_MOUNTING_BRA

CKET_X

GENERIC

12 2 LA_MOUNTING_BRA

CKET_X_END

GENERIC

13 10 T_SLOTTED_EXTRU

SION_370

GENERIC
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ITEM QTY PART NUMBER DESCRIPTION MATERIAL

1 4 DROPDOWNMOUNT

_CUSTOM

ALUMINUM 6061

2 12 47065T267_MCMAST

ERCARR

GENERIC

3 4 T_SLOTTED_EXTRU

SION_195

GENERIC

4 1 ACTUATOR_BASE GENERIC

5 8 T_SLOTTED_EXTRU

SION_370

GENERIC

6 3 MOTION_PLATFORM

_LINEAR_ACTUATO

R_MOUNT

GENERIC

7 6 MAX_JAC_MX12-W1

M20P0_BASE

GENERIC

8 6 THREADED

BUSHING

GENERIC

9 3 LA_ROD_ASM GENERIC

10 3 U-JOINT GENERIC

11 3 U-JOINT_RIGHT GENERIC

12 3 U-JOINT_LEFT GENERIC

13 3 U-JOINT FLANGED

MOUNT

GENERIC

14 3 U-JOINT_ACTUATOR

_END_ADAPTER

GENERIC

15 6 0 GENERIC
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1
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ISO VIEW

PARTS LIST

DESCRIPTIONPART NUMBERQTYITEM

BACK PANELBack_panel11

DC POWER SUPPLY, 24 V, 15 APMT-24V350W1AK 3D Rev. 

00

22

DC POWER SUPPLY, 12 V, 3 APMT23

EMI FILTER2788977_NEF_1-10_select14

DIN RAIL, 2000 MMDIN_rail_20015

POWER DISTRIBUTION BLOCKPWR_DIST_BLK16

RELAY SOCKETRelay_socket17

TERMINAL BLK STRIPTerminal_strip_side18

LAC HOUSING, 3 TIERa002_LAC_housing29

WIRE CONDUIT, 21 MMwire_conduit_tall_21310

WIRE CONDUIT, 250 MMwire_conduit_tall_248_25511

WIRE CONDUIT, 310 MMwire_conduit_tall_309112

WIRE CONDUIT, 150 MMwire_conduit_tall_151113

NATIONAL INSTRUMENTS myRIO 1900National Instruments - 

myrio 1900

114

CUTOUTS, CONTROL BOXControl_box115

CABLE GLAND, M20, NYLON, BKCGS-M201516

POWER ENTRY MODULE1-1609112-2117

PUSH BUTTON SWITCH, NC-MOM, ILLUMINATED, 

GREEN

SW1563118

E-STOP, SPST-NC, 10 A, 110 VZ1504119
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PARTS LIST

MAKEPART NUMBERQTYITEM

YESU-joint flanged mount31

YES0.125in key32

NO8285K330_STEEL 

PIN-AND-BLOCK SINGLE 

U-JOINT W  KEYWAY

33

NO10-32_1 in long sockcet 

head screw

124

1

1

2

2

A A

B B

DRAWN

Johanna McPhee

CHECKED

QA

MFG

APPROVED

2018-04-25

Carleton University

TITLE

U-Joint Flange Assembly

SIZE

A

SCALE

DWG NO

U-Joint Flange Assembly

REV

01

SHEET 1  OF 1 1 : 1

1

3

2

4



1

1

2

2

A A

B B

DRAWN

Johanna McPhee

CHECKED

QA

MFG

APPROVED

2018-04-25

Carleton University

TITLE

U-Joint Flange

SIZE

A

SCALE

DWG NO

U-Joint Flange

REV

01

SHEET 1  OF 1 1 : 1

34.93

(1.375")

25.40

(1")

1.39

(0.0625")

3.18

(0.125")

12.70

(0.5")

31.75

(1.25")

4.83  20.00

 7.94  4.83



PARTS LIST

MAKEPART NUMBERQTYITEM

YESMotion_platform_linear_actu

ator_mount

31

NOMax_Jac_MX12-W1M20P0_b

ase

32

YESThreaded bushing33

NO0.25-20_1.25 in long 

sockcet head screw
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PARTS LIST

MAKEPART NUMBERQTYITEM

YESU-joint_actuator_end_adapt

er

31

NOMax_Jac_MX12-W1M20P0_f

ront_adapter

32

NOSingle U-Joint w keyway33

YESThreaded bushing64

YES0.125in key35

NO0.25-20_1.25 in long 

sockcet head screw

36

NO0.25-20 hex nut37
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All dimensions in mm.

Material: 1/2" aluminum round stock


