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Abstract—The 6TiSCH protocol stack was designed to provide
a reliable and time-bound multi-hop routing solution for the
Industrial Internet of Things (IIoT), integrating the RPL and
TSCH protocols seamlessly. However, deviations from standard
procedures by malicious nodes can severely affect network
formation and operations, resulting in degraded performance.
This study investigates the impact of the decreased rank attack
(DRA) on RPL within the 6TiSCH network, examining its
effects on network operations and performance. Experimental
evaluation reveals that DRA can lead to an average delay of
21.4% in network formation and runtime disruptions, thereby
affecting the 6TiSCH synchronization process. Consequently,
node departures from the network and subsequent rejoining to
maintain the topology increase by an average of 60.71%. To
mitigate this disruption, nodes need to send more keep-alive and
RPL messages, resulting in an average increase of 69.70% and
20.08%, respectively, leading to a 49.9% rise in energy depletion.
Furthermore, the DRA reduces the packet delivery ratio and
increases the average end-to-end packet delay by averages of
5.13% and 20%, respectively.

Index Terms—6TiSCH, TSCH, RPL, Decreased Rank Attack,
Performance Evaluation, Industrial IoT.

I. INTRODUCTION

The time-slotted channel hopping (TSCH) protocol is
widely adopted as the Medium Access Control (MAC) mech-
anism in industrial applications. It offers predictable and
deterministic communication, making it essential for real-time
and mission-critical industrial applications [1]. TSCH protocol
enhances communication resilience against interference by
spreading communications across different time slots and
frequency channels. The 6TiSCH stack (IPv6 over TSCH
mode of IEEE 802.15.4e), which is based on the TSCH,
encompasses the management of a distributed communication
schedule that continuously adapts to network changes [2]. The
6TiSCH Working Group1 established mechanisms for seam-
less integration of the RPL routing protocol [3] to efficiently
operate over the TSCH link layer protocol. This highlights the
importance of the 6TiSCH protocol stack for the Industrial
Internet of Things (IIoT) as it enables reliable and energy-
efficient communication between devices in industrial settings.

The minimal configuration (6TiSCH-MC) [4] specified by
the working group in the RFC 8180 outlines the interaction
between the TSCH mode and upper layers, as well as the IPv6
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Routing Protocol for Low Power and Lossy Networks (RPL),
to promote optimal performance and ensure a reliable mapping
between the RPL routing topology and the TSCH time-source
graph. The process of forming a 6TiSCH network involves
nodes gradually joining the TSCH network and executing
RPL operations to gather topology information and determine
the most efficient multi-hop routes for data transmission. To
establish the network configuration and allocate transmission
opportunities during the bootstrap phase, 6TiSCH-MC utilizes
a static resource allocation implemented by all nodes to
facilitate the transmission of control messages during network
formation.

In order to ensure smooth network operations and successful
initial topology discovery processes, it is essential to adhere
to the standard procedures of TSCH and RPL. Deviation
from these standards by malicious nodes can severely disrupt
or impede network functions [5]–[8]. RPL, in particular, is
vulnerable to several types of attacks, including the DIS attack
[9], Sybil attacks, selective forwarding attacks, and sinkhole
attacks [10]. Among these attacks, the decreased rank attack
(DRA) has received significant attention in the literature [11].
In this type of attack, the malicious node initially joins the
network as a regular node, which means it gets a legitimate
rank that reflects its distance from the root. However, whenever
the malicious node advertises its rank to the neighborhood,
it includes a fake rank that is less than its real rank. By
presenting a lower rank, the attacker appears more favorable in
terms of distance to the root and routing efficiency. As a result,
neighboring nodes select the attacker as their preferred parent,
leading to the attacker gaining control over the routing path
and influencing network traffic. This tactic allows the attacker
to manipulate network behavior and potentially carry out
further malicious activities within the compromised network
[12].

As this area is gaining significant attention because of its
importance to IIoT, this letter makes the timely contribution
of investigating the impact of the DRA that specifically targets
the RPL protocol to analyze its effect on 6TiSCH networks.
Although the DRA has been explored in existing research, its
impact on 6TiSCH networks has not been addressed yet. The
existing studies we found in the literature such as [12] have
focused on CSMA as the link layer protocol. In contrast to
CSMA, which does not rely on the routing protocol (i.e. RPL)
for its operations, TSCH in the context of 6TiSCH heavily
depends on the routing protocol. Therefore, it is not clear to
what extent the current observations and conclusions about
DRA’s impact on CSMA will apply to 6TiSCH. To the best of
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our knowledge, this letter is the first study to explore how the
DRA on the RPL protocol can affect the formation, operations,
and performance of 6TiSCH networks.

II. RPL’S RELATION TO TSCH
This section briefly presents the TSCH shared cell, the

6TiSCH network formation process (i.e. joining process), and
how the TSCH and RPL protocols relate to each other.
TSCH Shared Cell: TSCH divides time into fixed-length
intervals known as slot-frames. Each slot-frame consists of
multiple timeslots, and within each timeslot, a node can utilize
a set of available frequencies or channels. This creates a
matrix-like schedule where cells represent potential commu-
nication opportunities between a node and its neighboring
nodes. In the context of 6TiSCH-MC, it is recommended to
use only one cell per slot-frame, known as a minimal or
shared cell. This shared cell is used for transmitting control
messages of both the TSCH and RPL layers. TSCH control
messages include Enhanced Beacon (EB) and Keep-Alive
(KA) messages, while RPL control messages include DODAG
Information Element (DIO), Destination Advertisement Object
(DAO), and DODAG Information Solicitation (DIS). As the
shared cell operates on a contention-based link, it requires
a CSMA/CA-like protocol to enable nodes to transmit their
control messages.
Network Formation: To become fully functional within the
network, a new joining node, also referred to as a pledge,
undergoes two essential steps. Firstly, the pledge needs to
establish a connection with the TSCH network, becoming a
TSCH synchronized node. This synchronization allows the
pledge to engage in direct single-hop communication with its
neighboring nodes. In this step, the pledge waits to receive a
valid EB packet from already joined nodes. EBs are generated
at regular intervals and contain timing information, such as
the slot-frame length, timeslot timing, and channel hopping
sequence, facilitating the initial synchronization. The pledge
may receive multiple EBs, from which it chooses one sender
as a Joined Proxy (JP). The selection of the JP is influenced
by connectivity metrics such as link quality and the value of
the Join Metric contained within the EB.

Subsequently, the node needs to join the logical topology of
the RPL routing protocol, becoming an RPL-joined node. This
step allows the node to populate its routing table and gain the
capability to forward data over multiple hops, ensuring effi-
cient and reliable data transmission across the network. To join
the RPL topology, the synchronized node waits to receive DIO
messages from its neighbors. DIO dissemination is controlled
by the Trickle algorithm. Additionally, the synchronized node
periodically sends DIS messages to solicit DIO messages and
join the RPL topology. It may receive multiple DIO messages
from neighbors, among which it selects one as a preferred
parent. The preferred parent is the designated neighbor for data
forwarding toward the root node and is chosen based on factors
such as the neighbor’s rank, representing its relative position or
cost of reaching the root [13]. To calculate a node’s rank, the
6TiSCH-MC protocol incorporates the Expected Transmission
Count (ETX) [3] and follows the normalization guidelines
specified by the Objective Function Zero [14].

RPL and TSCH Relationship: Once the pledge becomes
a joined node, 6TiSCH-MC suggests aligning the link-layer
topology (TSCH) and the routing topology (RPL) by repre-
senting the Join Metric field as the RPL rank. This alignment
enables the pledge to choose a JP close to the root of the net-
work, increasing the likelihood of it being the preferred parent
in the RPL topology as well. The joined node synchronizes
its timing schedule with the JP using KA messages. Since the
node’s rank is calculated based on the Expected Transmission
Count (ETX), it is a dynamic value that can change over time
due to network congestion. Each node is required to react
to changes in its current parent’s rank or any neighboring
node, which are detected through the DIO announcements.
The response includes adjusting its own rank, switching its
parent if the current parent has a higher rank than the sending
neighbor, and sending a DAO message to the root to report
the new parent. These changes affect all child nodes. When a
parent switch occurs, re-synchronization with the new parent
is required at the TSCH layer, facilitated by KA messages

III. SIMULATION SETUP

We conducted a set of experiments to evaluate the impact
of the DRA on 6TiSCH network operations and performance
using the Contiki-NG2 operating system and Cooja emulator
[15]. The network shown in Fig. 1 is considered for these
experiments. It has a simple tree topology with 12 nodes in
which Z1 motes are adopted in this simulation. We set the
RPL objective function to OF0 as specified in the 6TiSCH-MC
specifications. The TSCH and RPL parameters are set up based
on the default recommended configurations. The attacker was
almost placed at the center of the network with an ID of
13. The average of neighbor densities is 4 neighbors, which
forces the creation of a multi-hop topology to reach the root.
Periodically, all nodes except the root and the attacking node
transmit four data packets per minute towards the root of ID #1
and the experiment lasts for 30 minutes. The reported results
are averaged over 10 runs and the error bar is shown for the
95% confidence interval to ensure the statistical significance
of the results.

IV. RESULTS AND DISCUSSION

In this section, we discuss the findings of our evaluation of
the impact of the DRA on 6TiSCH networks. The evaluation is
divided into two parts: the impact of the DRA on (1) 6TiSCH
network operations and (2) the 6TiSCH network performance.
In this evaluation, we report the results for two scenarios: when
the network is attack free and when DRA is applied. These two
scenarios are labeled as ATTK-FREE and DRA, respectively,
in the subsequent figures.

A. The Impact of the DRA on the Network Operations

The operations under evaluation include the parent switch-
ing process, RPL-related messages transmission, KA message
transmissions, leaving process, and joining process (i.e. net-
work convergence). The impact of the DRA attack on these

2Contiki-NG OS, https://github.com/contiki-ng
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Fig. 1. The figure illustrates the network topology. The node with ID #13
is identified as the malicious node. The green and gray areas represent the
transmission and interference ranges of the malicious node, respectively. These
ranges are consistent for all other nodes in the network. The sink (i.e. root),
labeled 1D #1, is located at the first row of the topology.

operations is closely tied to its effect on the RPL layer, which
interacts closely with the TSCH layer.
Parent-switching and RPL control messages (Fig. 2 and
Fig. 3): The default operation of the RPL protocol is such
that if a node engages in an attack and modifies its rank value,
the impact extends beyond its neighboring nodes and can also
affect the child nodes associated with it. This situation arises
because each node is obligated to respond to the DIO message
received from the attacking node in the following ways: a)
Adjusting its rank in response to the message. b) Changing its
parent to the attacker if the rank through the current parent
is higher than the rank through the attacker, c) Sending an
updated DIO to the neighborhood to inform them about its
new rank, and d) Sending a DAO message to the root node
to inform about the new parent. By modifying its rank value,
the attacking node triggers a chain of events that affect the
connectivity and hierarchy of the neighboring and child nodes,
ultimately impacting the overall network structure.
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Fig. 2. The impact of the DRA on the RPL parent switching

Our results find that, as shown in Fig. 2, the DRA con-
tributes to the increase of the total number of parent switching
counts by an average of 20.08%. This impact increases the
number of RPL control packets (i.e. DIOs, DAOs, and DISs)
transmitted by nodes in the network, as shown in Fig. 3a,
by an average of 11.54%. This includes the increase in the
number of DIOs, DAOs, and DISs by an average of 2.90%
which is not significant (Fig. 3b), 13.44% (Fig. 3c), and
37.30% (Fig. 3d), respectively. The increase in the number

of DIS messages is primarily due to nodes waiting to join
the network, as explained later in this letter. These nodes
periodically broadcast DIS messages to request DIOs and
join the network. Once they receive at least one valid DIO,
they cease the solicitation process. The growing frequency of
parent changes has a negative impact on network stability,
leading to higher control packet overhead and increased energy
consumption of the nodes.
KA messages (Fig. 4a): In 6TiSCH networks, nodes rely on
their parent node, selected via the RPL protocol, as the time
source for synchronization. When a node switches its parent,
the synchronization process and time source must be updated
to reflect the new routing topology. This process includes
rescheduling communication with the new parent and updating
the timing parameters. Consequently, the frequent need for
updates results in a higher number of KA messages sent in
the TSCH layer of the network. Fig. 4a depicts that the DRA
results in an average increase of 69.70% in KA messages
compared to the attack-free scenario. These messages are used
to ensure that nodes maintain synchronization with each other.
However, this higher frequency leads to congestion, energy
consumption, and reduced network capacity, as discussed in
the next subsection.
Node departure frequency (Fig. 4b): TSCH protocol uses
information from the RPL protocol to allocate resources such
as time-slots and channels for communication. If a malicious
node manipulates its rank, it can gain access to more resources
than other nodes, leading to unfair resource allocation and
network congestion. Additionally, the increased transmission
of RPL control messages, as well as the necessary KA
messages cause contention at the shared slot assigned for
transmitting them. Experiments have revealed that, due to
high congestion in the shared cell, the DRA attack hinders
legitimate nodes from efficiently transmitting their control
messages such as DISs. Furthermore, these nodes encounter
difficulties in receiving other control messages including EBs
and DIOs. As a result, the nodes become de-synchronized with
the TSCH network and may attempt to re-join as new nodes
to maintain connectivity and repair the topology, leading to
an increase in the leaving count which in turn increases the
parent switch count. Fig. 4b shows that the DRA increases
the nodes leaving frequency by an average of 60.71%.
Network convergence (Fig. 5): Network convergence time is
a crucial parameter for assessing network performance as it
directly affects network formation and topology maintenance
[16]. The maximum joining time in Fig. 5a represents the time
required for the last node to join the network (i.e. the network
convergence time). As seen in the figure, DRA increases the
average maximum joining time for nodes by approximately
21.4% compared to the attack-free scenario. However, the
overlap in confidence intervals suggests that this difference
may not be statistically significant. This could be attributed
to factors such as the specific network topology, network
size, and other configuration setups employed in the study.
These factors might have influenced the overall impact of
DRA-induced contention on joining time. It is possible that in
different network setups, the effect of DRA-induced contention
on joining time could be more pronounced or statistically
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significant. Further analysis of joining time per node in Fig. 5b
indicates that the time required for nodes to join the network
increases as they are farther from the root, consistent across
both scenarios evaluated in the study.

B. The Impact of DRA on the Network Performance

The evaluation of network performance, on the other hand,
includes network reliability in terms of the packet delivery
ratio (PDR), reachability, packet end-to-end (E2E) delay, and
energy consumption. The 6TiSCH stack was designed with the
aim to fulfill the high-reliability requirements of industrial IoT
applications [1]. In a 6TiSCH network, the RPL protocol plays
a crucial role in determining the best path for data transmission
based on the DODAG structure. However, if a malicious node
manipulates its rank with the DRA to become the preferred
parent of other nodes, the resulting routing topology can be
suboptimal, leading to reduced throughput, increased latency
(i.e. end-to-end delay), and increased energy consumption. To
assess the 6TiSCH reliability in the presence of the DRA, this
section evaluates PDR and node reachability. Additionally, the
E2E delay of data packets and the average energy per delivered
packet consumed by nodes in the network are analyzed.
PDR and reachability (Fig. 6a and Fig. 6b): In these
experiments, each node in the network checks whether it
can reach the root before sending an application data packet.
If it does, it sends the packet, and eventually, the PDR is
calculated as the ratio of packets delivered at the root to the
total number of packets sent by all nodes throughout the entire
simulation time. On the other hand, if a sending node can not
reach the root because it had not yet joined the network or
was in a leaving status and trying to rejoin the network, it
reports an unreachability issue. Fig. 6a shows that the PDR
decreased by an average of 5.13% compared to the attack-
free scenario, indicating that the DRA reduces the network’s
ability to deliver packets successfully. Fig. 6b shows that
the number of unreachability reports increased significantly
due to the DRA by an average of 25.57%, indicating that the
attack makes it more difficult for nodes to join the network
and increases the times when nodes are not fully operational.
Packet E2E delay (Fig. 6c): In industrial applications, real-
time communication is critical for ensuring efficient and safe
operations. The 6TiSCH stack was designed to support time-
sensitive applications by providing low-latency, deterministic
communication [17]. For this, measuring the packet E2E delay

is crucial to assessing the ability of 6TiSCH networks to
meet these requirements. In this experiment, we evaluated the
average packet E2E delay in the presence of the DRA. Our
results in Fig. 6c indicate that the DRA contributed to an
average increase of 20% in the E2E delay compared to the
attack-free scenario.
Energy consumption (Fig. 6d): Finally, evaluating the energy
consumption of 6TiSCH networks is important because this
consumption can have a significant impact on the lifetime
of battery-powered devices. In many industrial applications,
devices are expected to operate for extended periods of time
without the need for frequent battery replacements or recharg-
ing [18]. Therefore, we evaluate the energy consumption of
6TiSCH networks in the presence of the DRA. Our results in
Fig. 6d show that the average energy consumed per delivered
packet was significantly higher in the presence of the DRA
compared to the attack-free scenario by an average of 49.9%.
The increased energy consumption observed in this experiment
can be attributed to several factors: i) the DRA caused an
increase in the number of keep-alive messages at the TSCH
layer, frequent re-scheduling and rejoining, and RPL-related
control messages, and ii) the increased congestion in the
shared cell resulted in increased queuing delays and prolonged
channel scanning, which also contributed to higher energy
consumption.

V. CONCLUSION

In 6TiSCH-MC, a single slot known as the shared cell is
designated at the beginning of each slot-frame for various
control traffic exchanges. This includes enhanced beacon, keep
alive, RPL control packets, Join Request, and Join Response
frames. However, under the decreased rank attack (DRA),
nodes are compelled to transmit a higher number of these
frames at both RPL and TSCH layers. As a consequence,
this increased transmission results in congestion within the
shared cell. As nodes contend for access to the shared cell
simultaneously, it leads to contention and delays. Our findings
indicate that the DRA can significantly disrupt network forma-
tion and ongoing operations. This disruption can result in more
frequent node departures due to de-synchronization, as nodes
try to maintain the network topology. Furthermore, the DRA
negatively impacts network reliability and increases latency.
The increased transmission of keep-alive and RPL messages
consumes more energy, further exacerbating the issue of
increased energy consumption. However, it is important to note
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(a) Routing control traffic
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(b) DIO messages
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(c) DAO messages
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(d) DIS messages
Fig. 3. The impact of the DRA on the RPL control messages transmission
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(a) Keep-alive messages
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(b) Total leaving nodes count
Fig. 4. KA messages and node departure frequency
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(a) Maximum joining time
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Fig. 5. The impact of DRA on network convergence. It is important to
note that, for Fig. 5b, the identification numbers assigned to the nodes do not
necessarily correspond to their physical distance from the root. Nodes #8 and
#12 are the farthest from the root in the studied topology.

that the impact of the attack may vary significantly depending
on the specific configurations and setups used such as the
network topology, network size, attacker position, neighboring
density, and RPL/TSCH parameter settings.
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(b) Unreachability reports
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(c) Average E2E delay
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(d) Energy consumption
Fig. 6. The impact of the DRA on the 6TiSCH network performance and energy consumption


