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SUMMARY

Receiver operating characteristic (ROC) analysis is a widely used and accepted method for
improving decision making performance across a range of diagnostic settings. The goal of this
paper is to demonstrate how ROC analysis can be used to improve the quality of decisions made
routinely in a policing context. To begin, I discuss the general principles underlying the ROC
approach and demonstrate how one can conduct the analysis. Several practical applications of ROC
analysis are then presented by drawing on a number of policing tasks where the procedure has been
used already (bite mark identification and linking serial crimes) or where it could be used in the
future (statement validity assessment and determining the veracity of suicide notes). I conclude by
considering briefly some of the potential difficulties that may be encountered when using ROC
analysis in the policing context and offer some possible solutions to these problems. Copyright #
2005 John Wiley & Sons, Ltd.

Police officers routinely make important decisions, many of which affect people’s lives.

On any given day, an officer might have to decide whether a suspect is being deceptive,

whether a negotiation will end in failure, whether a bite mark was made by an adult, and so

on (Taylor, Bennell, & Snook, 2002). All of these sorts of decisions are referred to as

diagnostic tasks in other settings (Swets, 1996). They each require a police officer (or

some other decision maker) to use the available evidence to decide between one of two

alternatives. In addition, if published research is anything to go by, they are rarely, if ever,

easy decisions to make (e.g. Ekman & O’Sullivan, 1991; Taylor, 2002; Whittaker,

Brickley, & Evans, 1998).

According to a number of leading diagnosticians, there are two primary reasons why

these tasks are difficult (Swets, Dawes, & Monahan, 2000a). The first reason is that, in

the majority of cases, many different sources of evidence can be drawn on to make the

decision, but only some of that evidence may actually be useful. For example, the degree

to which a suspect fidgets during an interrogation might not indicate whether that suspect

is being deceptive, however, the pitch of their voice might be a useful predictor. To the

extent that a decision maker relies on evidence that does not reliably predict the event of
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interest, inaccurate decisions will be made. The problem here is that accurate predictors

are not always easy to identify (Swets, 1988).

The second reason why these tasks are difficult is that they typically require a judgment

to be made as to how much evidence needs to be observed before deciding that the event of

interest has occurred (or will occur in the future). For example, when attempting to detect

deception, if a police officer were to use the suspect’s voice pitch to indicate deception,

that officer would have to make a judgment as to how high the pitch must be to warrant this

decision. Where the police officer sets this decision threshold will have a significant

impact on the utility of their decisions. The problem here is that it is not always obvious

where this threshold should be placed in order to achieve optimal decision making

performance (Swets, 1992).

Fortunately for the police decision maker, a general analytic procedure exists that can

assist with these two problems, regardless of what the diagnostic task is. However, despite

its rapidly growing popularity in other diagnostic settings (such as radiology, psychology,

and engineering), the procedure has yet to find its way into the police setting (with some

notable exceptions to be discussed later in this paper). The procedure is known as receiver

operating characteristic (ROC) analysis (Swets, 1996), and the goal of this paper is to

demonstrate how it can be used to improve the quality of decisions made in a policing

context.

To accomplish this objective, I will begin by reviewing the general principles under-

lying the ROC procedure and demonstrate how to conduct the analysis. Second, some

practical applications of ROC analysis will be presented by drawing on a number of

policing tasks where the procedure has been used already, or where it could be used in the

future. Third, a number of methodological difficulties that may be encountered when using

ROC analysis in the policing context will be considered briefly, as will some potential

solutions to these problems.

GENERAL PRINCIPLES OF ROC ANALYSIS

Each of the various policing tasks presented in the opening paragraph can be referred to as

a two-alternative task (Swets et al., 2000a). Any time a decision maker is faced with such a

task, there are two possible realities that need to be considered and two predictions that can

be made. The event of interest can either be present or absent and the prediction can be that

the event is present or absent. In an interrogation setting, for example, a suspect is either

being deceptive or non-deceptive, and the police officer must predict whether the suspect

is deceptive or not.

Possible decision outcomes in two-alternative tasks

The resulting combinations of these realities and predictions mean that four decision

outcomes are possible when faced with such tasks. These outcomes can be presented in the

form of a contingency table, as illustrated in Table 1. In this table, two of the outcomes are

correct (hits and correct rejections) while the other two are incorrect (false alarms and

misses). As will be demonstrated, the frequencies of these decision outcomes (or, more

precisely, their probabilities) can be used to examine, and to a large extent solve, the two

problems described briefly above (Swets et al., 2000a). The problem of selecting effective

evidence as a way to improve decision making accuracy will be dealt with first. Following
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this, setting appropriate decision thresholds as a way to improve decision making utility

will be discussed.

Improving the accuracy of police decision making

When dealing with two-alternative tasks, decision making accuracy can be improved

either by increasing the relative frequency of correct decisions or by decreasing the

relative frequency of incorrect decisions (Swets et al., 2000a). To accomplish this, the

decision maker must base their decisions on evidence that reliably distinguishes between

the events of interest. In the ideal situation, this evidence will always be present when the

event occurs but never present when it does not. When this happens, there is the potential

for decision making accuracy to be extremely high. In the majority of cases, however, this

will be rare, especially when behavioural evidence is relied upon (as will often be the case

in the policing context). This is because behavioural evidence is often ambiguous in

nature, in the sense that it can occur to a degree when an event is present and absent (Swets

et al., 2000a).

To illustrate the situation, one can visualize two probability distributions that corre-

spond to a set of diagnostic alternatives (Swets et al., 2000a). For example, Figure 1a

represents hypothetical probability distributions obtained from deceptive and non-

deceptive suspects when the degree to which they fidget in an interrogation is measured

(in fidgets per minute). Figure 1b represents the same information based on the suspect’s

voice pitch (measured in hertz). In each of these figures, values along the x-axis occur for

each diagnostic alternative (deceptive or non-deceptive) with a probability equal to the

height of the distribution (Swets et al., 2000a).

As indicated in Figure 1a, the degree to which a suspect fidgets increases when a suspect

is deceptive. In this case, the range of fidgets for a deceptive suspect is 6 to 14 fidgets per

min, whereas the range of fidgets for a non-deceptive suspect is 5 to 13 fidgets per min.

Thus, any time a suspect fidgets less than 6 times per min or more than 13 times per min a

police officer can predict, in a fairly accurate fashion, whether the suspect is being

deceptive. However, problems will occur when suspects fidget between 6 and 13 times per

min because any values within this range are ambiguous.

The situation in Figure 1b is somewhat different. Here, the pitch of a suspect’s voice

also increases when the suspect is deceptive, but fewer values are ambiguous. As a result, a

suspect’s voice pitch is likely to be a more accurate predictor of deception than fidgets per

minute and, given the choice between the two predictors, voice pitch should be relied upon

more often. Indeed, the degree of discrimination accuracy that can be achieved in two-

alternative tasks when relying on a particular source of evidence depends largely on the

Table 1. Possible decision outcomes in a two-alternative task

Reality

Present Absent

Prediction
Present Hit False alarm
Absent Miss Correct rejection
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degree of overlap that exists between the corresponding probability distributions (Swets

et al., 2000a).

A primary goal for the police decision maker, therefore, is to identify and use evidence

that is as unambiguous as possible for the various tasks they encounter. ROC analysis can

assist with this task by providing reliable and valid measures of distribution overlap. I will

demonstrate how in a moment.

Figure 1. Hypothetical probability distributions associated with (a) fidgets per minute and (b) voice
pitch, for deceptive and non-deceptive suspects. A lenient decision threshold (where a smaller
amount of evidence is required in order to predict that a suspect is being deceptive) and a strict
decision threshold (where a larger amount of evidence is required in order to predict that a suspect is

being deceptive) are also displayed
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Improving the utility of police decision making

If police decision makers are fortunate enough to have access to evidence that is always

present when an event occurs but never when it does not, the problem of setting an

appropriate decision threshold will not arise. However, when this is not the case, decision

makers will have to set an appropriate threshold along the continuum of evidence. This

threshold refers to a cut-off point, whereby any values above that point (or below it

depending on the evidence) will result in a prediction that the event has occurred (Swets,

1992). Setting an appropriate threshold can enhance the utility of the decisions that are

made (Swets et al., 2000a).

To be clear, decision making accuracy and decision making utility are not the same

thing. Whereas increases to accuracy enhance ‘ . . . the odds that any given decision will be
the correct one’, setting an appropriate decision threshold improves the utility of decisions,

‘ . . . ensuring that the number of [hits] does not come at the cost of an unreasonable

number of [false alarms]’ (Swets, Dawes, & Monahan, 2000b, p. 82). For example, a

police officer could use the same piece of evidence (e.g. voice pitch) to detect deception in

serial killers and serial burglars. That evidence may be equally accurate for both purposes

but it seems unlikely that a similar decision threshold would be used across the two

settings, since the utility of the decisions that result from that threshold would not be the

same. This is because the utility of diagnostic decisions depends on the circumstances of

the situation.

Two issues in particular should be evaluated when determining the utility of a decision

threshold (Swets, 1992). First, the prevalence of each diagnostic alternative in the target

population needs to be taken into account. For example, killers may be much more likely

to exhibit deception than burglars due to the more serious consequences that will face

them if they are charged. Second, the costs and benefits associated with incorrect and

correct decision outcomes, respectively, need to be considered. For example, the benefits

of correctly identifying a deceptive killer may far outweigh the benefits of correctly

identifying a deceptive burglar due to the extremely violent and interpersonal nature of

their crimes. As a general rule, Swets et al. (2000b) suggest that

. . . a high prevalence of a problem in a population or a large benefit associated with

finding true cases generally argues for a lenient threshold [e.g., requiring a lower voice

pitch to make a prediction of deception] . . . a low prevalence or a high cost of false

alarms generally calls for a strict threshold [e.g., requiring a higher voice pitch to make

a prediction of deception] (p. 84).

The impact that a decision threshold can have on decision making performance can be

better appreciated when the threshold is represented graphically (Swets et al., 2000a). In

Figure 1a, two different decision thresholds (a lenient one and a strict one) have been set

along the x-axis, with each referring to a different number of fidgets per minute. The same

two thresholds have been set in Figure 1b, where they refer to different voice pitches. In

any case, if an observed value falls above the threshold in use, a prediction would be made

that the suspect is deceptive.

From these figures, one can see that the position of a threshold determines directly the

probability of making correct and incorrect decisions (Swets et al., 2000a). More

specifically, the probability of a hit (pH) is equal to the area under the deceptive

distribution to the right of the threshold and the probability of a miss (pM) is equal to

the area under the same distribution to the left of the threshold. Because the total area
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under the deceptive distribution is equal to 1, pH and pM are complementary (i.e. if you

know one value you can calculate the other). Similarly, the probability of a false alarm

(pFA) is equal to the area under the non-deceptive distribution to the right of the threshold

and the probability of a correct rejection (pCR) is equal to the area under the same

distribution to the left of the threshold (making pFA and pCR complementary).

These figures underscore the fact that decision thresholds can be placed anywhere along

the continuum of evidence and that, as these thresholds are varied, the pH/pFA ratio will

also vary in a predictable way (Swets, 1992). Specifically, it can be seen that if the decision

threshold is made more lenient in order to increase pH, pFAwill also increase. Likewise, if

the decision threshold is made stricter in order to decrease pFA, pH will also decrease.

Thus, decision making performance can vary drastically as a result of adopting different

decision thresholds, even when relying on a source of evidence that has a constant level of

accuracy.

These figures also draw attention to the fact that the degree of distribution overlap has a

significant impact on the pH/pFA ratio that can be achieved at a particular decision

threshold (Swets et al., 2000a). In other words, when using the same sort of decision

threshold (e.g. a strict one) across two sources of evidence that differ in their discrimi-

natory power, a greater pH/pFA ratio will occur for the more discriminatory evidence.

Another goal for the police decision maker, therefore, is to identify decision thresholds

that result in the desired balance between pH and pFA for the various tasks they encounter,

and to understand how the level of distribution overlap associated with a source of

evidence affects this balance. ROC analysis can also assist with this task.

CONDUCTING ROC ANALYSIS

To briefly summarize, in order to effectively improve two-alternative decision making,

it is necessary to have a procedure that can quantify both decision making accuracy and

decision making utility. However, these two aspects of decision making performance

must be quantified independently so as to avoid being biased by one another. For

example, imagine a study where the researcher wishes to compare decision making

performance across different decision makers, or across different diagnostic systems. If

two police officers were observed to make drastically different decisions when faced

with the same diagnostic task, how would one know, without having these independent

measures, whether the officers differ in terms of their discrimination accuracy or

whether they are simply adopting different thresholds?

Both aspects of decision making performance can be examined independently using

ROC analysis. Swets (1996) has demonstrated that this can be accomplished by plotting

the values of pH and pFA on a ROC graph as the decision threshold is systematically

varied. As shown in Figure 2, a ROC graph is a plot of pH on the y-axis and pFA on the

x-axis, when these values have been calculated across decision thresholds that range from

lenient to strict.

Calculating pH and pFA

These probability values can be estimated from the cell frequencies in Table 1 (Swets,

1988). For example, for a given source of evidence and a particular decision threshold, pH

can be estimated by dividing the frequency of ‘present’ predictions made when the event
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was present (hits) by the total number of predictions made when the event was present

(hitsþmisses). Likewise, pFA can be estimated by dividing the frequency of ‘present’

predictions made when the event was absent (false alarms) by the total number of

predictions made when the event was absent (false alarmsþ correct rejections). As

mentioned above, pH and pFA provide all the information needed to summarize decision

making performance in two-alternative tasks, because once these values are known, the

other two probabilities are also known (Swets, 1988). More specifically, pM¼ 1-pH and

pCR¼ 1-pFA.

Constructing empirical ROC curves

When the values of pH and pFA are plotted in this fashion, the result is a concave curve,

known as a ROC curve, usually made up of multiple data points, known as ROC points. A

ROC curve begins in the top right-hand corner of the graph and ends in the bottom left-

hand corner, with each ROC point representing the pH/pFA ratio that results when using a

different decision threshold.

ROC curves can be generated empirically in a number of ways. The approach taken will

depend on the question being asked. For instance, when examining decisions made by

Figure 2. A ROC graph indicating two ROC curves that vary in the level discrimination accuracy
they represent. A lenient decision threshold and a strict decision threshold are also displayed
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humans, one common method is to use the yes-no procedure (Egan, 1975). Using the

interrogation setting as an example, a police officer is presented with suspects, one at a

time, and they have to decide, based on some sort of evidence, whether the suspects are

being deceptive or not. After completing one set of trials, the police officer is then asked to

change his or her decision threshold before making decisions on another group of suspects

(or the police officer could be induced to change their threshold in some way). At each of

the various thresholds adopted, pH and pFA are calculated and plotted on a ROC graph. To

construct another ROC curve, the researcher uses the same procedure but asks the police

officer to base his or her decisions on a different source of evidence. Alternatively, the

researcher could test a different group of decision makers or examine the impact of various

situational factors, and proceed to construct ROC curves that correspond to these

conditions.

Alternatively, the more popular rating procedure could be used, where instead of

providing a simple yes-no response, the police officer provides a quantitative rating of how

likely he or she thinks it is that each suspect is being deceptive (e.g. on a scale from 1 to

10) (Egan, 1975). Using this procedure, the police officer is adopting multiple decision

thresholds simultaneously. Values of pH and pFA are then calculated at various decision

thresholds set along this scale, for decisions that exceed each threshold (Swets et al.,

2000a). For example, the researcher may set thresholds at>1,>2,>3, and so on, resulting

in the generation of an empirical ROC curve. In the same way as described above, the

researcher could then construct different ROC curves to answer any particular questions

that are of interest to him or her.

When the decision maker is not human, as is often the case nowadays, a variation of the

rating procedure can be used. For example, in the interrogation setting, a statistical

procedure such as logistic regression analysis could be used to provide ratings of

deception. In some cases, one may be specifically interested in comparing the performance

of the actuarial tool with a human decision maker on the same task to determine if one is

more accurate than the other. Or, one may be interested in using the actuarial tool to

identify the optimal combination of evidence that can be used to make a decision.

Whatever the goal, the procedure for constructing a ROC curve using this approach is the

same as for the rating procedure described above. Various decision thresholds are set along

the output of the actuarial tool, and values of pH and pFA are calculated for outputs that

exceed each successive threshold.

Identifying appropriate decision thresholds

As illustrated in Figure 2, ROC points falling along the top of the ROC curve occur when

the decision threshold adopted is lenient (Swets et al., 2000a). In these cases, not much

evidence is required to make a decision that the event of interest has occurred. In contrast,

ROC points falling along the bottom of the ROC curve occur when the decision threshold

adopted is strict (Swets et al., 2000a). In these cases, a lot of evidence is required to make a

decision that the event of interest has occurred. Because a decision threshold can be placed

anywhere along the continuum of evidence, it is desirable to have a procedure to identify

appropriate thresholds. Using ROC analysis, this can be done in numerous ways (Greiner,

Pfeiffer, & Smith, 2000).

One of the most effective methods is to consider the prevalence rates of the diagnostic

alternatives in the target population and the costs and benefits of making incorrect and

correct decisions (Peterson, Birdshall, & Fox, 1954). In the interrogation example, for
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instance, we can denote the probability of encountering a deceptive suspect as pdeceptive
and the probability of encountering a non-deceptive suspect as pnon-deceptive. Furthermore,

we can denote the costs of making incorrect decisions as Cfalse alarm and Cmiss, and the

benefits of making correct decisions as Bhit and Bcorrect rejection. The optimal decision

threshold in this case can then be defined as:

pnon-deceptive

pdeceptive
� Cmiss þ Bcorrect rejection

Cfalse alarm þ Bhit

ð1Þ

This formula provides the point on the ROC curve that leads to the optimal balance

between pH and pFA. From this ROC point, one can refer back to the information used to

make the decision in order to identify the threshold on the continuum of evidence that

resulted in this pH/pFA ratio.

This approach obviously requires the decision maker to quantify values that are

extremely difficult to quantify (e.g. how could one calculate the exact cost of incorrectly

predicting that a suspect is being deceptive in an interrogation setting?). To avoid these

complications, other methods can be used. One approach is to ignore specific prevalence

rates, or costs and benefits, and simply estimate their ratios (Swets et al., 2000a). For

example, a decision maker may not know exactly how many deceptive suspects he or she

will encounter, but it may be possible to estimate that they will encounter roughly three

times as many deceptive suspects as non-deceptive ones. In cases like this, these ratios can

be plugged into Formula 1 to define an appropriate threshold.

Alternatively, one can assume that the prevalence rates of the diagnostic alternatives are

equal and that the costs and benefits associated with the various decision outcomes are

equivalent (Hilden, 1991). On the one hand, when these ratios are plugged into Formula 1,

the decision maker will maximize pH while minimizing pFA (since the threshold

identified will correspond to the ROC point falling closest to the upper left-hand corner

of the ROC graph). On the other hand, these ratios are extremely rare and the threshold

resulting from their use will not be optimal for other ratios (Greiner et al., 2000).

To bypass these problems altogether, the decision maker may wish to pre-select a value

of pFA (or pH) that is deemed appropriate for the situation at hand and avoid making

decisions that exceed (or fall below) this pre-selected value (Swets et al., 2000a). A police

force may decide, for example, that they do not wish to exceed pFA¼ 0.05 for a particular

investigative task (due to limited financial resources perhaps). An appropriate decision

threshold must then be set at that point on the ROC curve that maximizes pH without

exceeding pFA¼ 0.05.

Calculating measures of diagnostic accuracy

While each ROC point represents the pH/pFA ratio that occurs when using a specific

decision threshold, the height of the ROC curve represents the overall level of discrimina-

tion accuracy achieved by the decision maker (i.e. higher ROC curves are characterized by

greater pH/pFA ratios) (Swets et al., 2000a). Height in this case is measured by calculating

the proportion of the graph’s area falling under the curve, often referred to as the AUC

(Swets, 1988). AUCs typically range in value from 0.50 to 1.00. An AUC of 0.50

corresponds to a ROC curve falling along the positive diagonal and indicates discrimina-

tion accuracy at the level of chance. An AUC of 1.00 corresponds to a ROC curve falling

along the left and upper axes of the graph and indicates perfect discrimination accuracy.
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According to criteria proposed by Swets (1988), AUCs between 0.50 and 0.70 indicate

low accuracy, AUCs between 0.70 and 0.90 indicate moderate accuracy, and AUCs between

0.90 and 1.00 indicate high accuracy. Thus, the ROC graph in Figure 2 provides examples of

two ROC curves that reflect low and moderate levels of accuracy. The most important point

to emphasize here is that the AUC provides a measure of discrimination accuracy that is

independent of any specific threshold. This is because the AUC corresponds to the position

of the entire ROC curve rather than any single ROC point (Swets et al., 2000a). This is one

of the primary advantages of using ROC related accuracy measures (Swets, 1986). At the

same time, decisions that are made at each and every decision threshold are preserved in

the analysis, allowing one to identify optimal thresholds.

Depending on what assumptions the researcher wishes to make about the data, the AUC

measure can be calculated in a variety of ways. For example, methods exist for calculating

AUCs based on single ROC points and for partial segments of a ROC curve (Hanley &

McNeil, 1982; McClish, 1989). Non-parametric AUCs can also be calculated when one

does not wish to assume anything about the underlying probability distributions associated

with the diagnostic alternatives (Vida, 1993). However, the most common AUC measures

are parametric AUCs. In cases where parametric AUCs are calculated, it is assumed that

the underlying probability distributions of the diagnostic alternatives are normally

distributed with equal variances, or that the distributions can be transformed to the normal

(Swets, 1996, argues that these assumptions are often valid). Parametric AUCs can now be

calculated using a range of software programs (e.g. ROCKIT; Metz, Hermann, & Shen,

1998). These programs typically calculate AUC measures based on smoothed ROC

curves, generated using maximum likelihood estimation procedures (Greiner et al.,

2000). A smoothed ROC curve is essentially an estimate of the ROC curve that would

result if each and every possible decision threshold were examined.

CURRENT APPLICATIONS OF ROC ANALYSIS

Although ROC analysis has been used much less frequently in the policing context, as

compared to other diagnostic fields, it has been applied to a number of important tasks.

The first application to be discussed here is bite mark identification and the second

involves strategies for linking serial crimes. Beyond obvious task differences, distinctly

different issues have been examined within each of these domains.

Bite mark identification

In the area of bite mark identification, one line of research has focused on peoples’ ability

to distinguish between bite marks produced by adults and children. Specifically, research-

ers have been interested in identifying the core skills required to make accurate predictions

on this task. For example, Whittaker et al. (1998) examined this skill in senior and junior

forensic dentists, general dentists who had no forensic experience, dental students who had

taken a forensic dentistry course, and police officers and social workers who had

experience with bite mark cases. Each participant was provided with a series of 50 colour

photographs of actual bite marks. A portion of these photographs depicted non-accidental

biting injuries inflicted by adults while the remainder depicted accidental biting injuries

inflicted by children. The task for each participant was to determine, on a scale from 1 to 7,

how likely it was that the bite mark was made by an adult.
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Participant ratings were compared to ground truth in each case (actual court verdicts and

additional corroborative evidence) in order to construct a ROC curve for each group.

Whittaker et al. (1998) found that the most accurate decisions were made by senior forensic

dentists (AUC¼ 0.69), dental students (AUC¼ 0.69), and junior forensic dentists

(AUC¼ 0.68), with significantly less accurate decisions being made by social workers

(AUC¼ 0.63), general dentists (AUC¼ 0.62), and police officers (AUC¼ 0.62). Whittaker

and his colleagues suggest these results indicate that training in forensic dentistry is

important for the particular task they examined, and that this training might be more

important than extensive experience (since senior forensic dentists were not significantly

more accurate than forensically trained dental students or junior forensic dentists).

What is important to take away from this study, in addition to these interesting findings,

is that the only way these various practitioner groups could have been compared validly

was by calculating AUC measures. In the absence of such measures, it would have been

extremely difficult to determine whether Whittaker et al.’s findings were due to group

differences in the ability to distinguish between adult and child bite marks, or to

differences in the decision thresholds adopted by participants.

In a somewhat similar study, Arheart and Pretty (2001) used ROC analysis to

examine whether forensic dental experts could accurately assign a bite mark to the

dentition that made the mark. Thirty-two experts were given four sets of colour

photographs of bite marks along with seven dental models to compare to the marks.

The task for each participant was to rate the strength of the link between each bite mark

and the seven dental models using a 7-point Likert-scale. When these rating were used

to construct a ROC curve the resulting AUC was 0.86, indicating that the examiners

were able to correctly identify the dentition belonging to a particular bite mark in the

majority of cases. Because these researchers used the AUC, we can be confident that

this level of accuracy is not biased by the thresholds that were adopted to make a

positive prediction.

Linking serial crimes

A second area where ROC analysis has recently been employed is in the evaluation of

logistic regression models for linking serial crimes to a common offender (Bennell &

Canter, 2002; Bennell & Jones, 2005). To demonstrate how ROC analysis could be used to

assist with this task, Bennell and Canter examined the behaviours of 43 commercial

burglars who committed two crimes each. Based on existing research, it was hypothesized

that crimes committed by the same offender (linked crimes) would be characterized by

different patterns of across-crime similarity compared to crimes committed by different

offenders (unlinked crimes). Specifically, the hypotheses were that linked crimes would be

closer together geographically compared to unlinked crimes and be characterized by

higher levels of behavioural similarity in terms of target choices, entry behaviours, and

property stolen.

Across-crime similarity measures were constructed for each behavioural domain and

these were used to develop logistic regression models. The goal was to determine whether

any of these measures, considered separately or in combination, could be used to

accurately predict whether pairs of burglaries were linked. The outputs of the regression

analyses, which consisted of estimated probabilities that each pair was linked, were then

subjected to ROC analysis to obtain valid measures of discrimination accuracy and

examine the impact of setting different decision thresholds.
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The results from this study indicate that AUCs vary drastically across similarity

measures, with across-crime distances being the most effective predictor (AUC¼ 0.80),

followed by the similarity measures for target choices (AUC¼ 0.68), entry behaviours

(AUC¼ 0.65), and property stolen (AUC¼ 0.63). While the most accurate strategy was to

combine the distance and entry information into a single regression model (AUC¼ 0.81),

it can be seen that the distance information could be used in isolation with little decrease in

accuracy. Such a finding could have significant implications for how burglary data is

collected and for how serial burglaries are linked.

When using inter-crime distances to carry out the linking task, the placement of the

decision threshold was shown to have a very large impact on decision making utility. For

example, when the threshold was set so that any crimes within 0.70 km of one another

were considered linked, 52% of linked crimes and 93% of unlinked crimes were correctly

classified. However, when the threshold was made more lenient, by extending it to

2.50 km, 62% of linked crimes and 68% of unlinked crimes were correctly classified. In

other words, by making the decision threshold more lenient, Bennell and Canter (2002)

could certainly make more hits, but at the cost of making many more false alarms.

To understand the practical significance of their results, Bennell and Canter (2002)

adopted a procedure used by previous researchers (e.g. Swets et al., 2000a). First, they set

a pre-determined limit on the rate of false alarms they imagined police forces would be

happy with (they set this rate at pFA¼ 0.20 indicating that the actual rate would be

determined largely by the resources police had available to investigate burglary). They then

examined what pH values could be achieved across the different predictor variables at this

restricted level of pFA. For example, for the ROC curve corresponding to property stolen,

the least accurate predictor variable, the threshold that limited pFA to 0.20 resulted in

pH¼ 0.40. In contrast, for the ROC curve corresponding to across-crime distances, the

most accurate predictor variable, the threshold that limited pFA to 0.20 resulted in

pH¼ 0.64. Thus, if the police force that participated in this study were primarily concerned

with making additional hits when linking serial burglaries, and they wished to restrict pFA

to 0.20, they could identify 24 additional linked crime pairs for every 100 pairs encountered

by drawing on across-crime distances instead of property stolen (0.64–0.40¼ 0.24).

FUTURE APPLICATIONS OF ROC ANALYSIS

In addition to these two current applications, there appear to be many other tasks in the

policing context where ROC analysis could be used. Two such tasks are statement validity

assessment and determining the veracity of suicide notes. As far as I am aware, ROC

analysis has never been used to examine either of these tasks, despite the fact that its use

could solve existing problems in each of the areas.

Statement validity assessment

Statement validity assessment is a technique used to establish the credibility of statements

made by children who have allegedly been the victim of sexual abuse (Tully, 1999). The

specific task is to discriminate between truthful and fabricated statements, largely on the

basis of statement content. The technique consists of three separate components: (1) a

structured, open-ended interview with the child, (2) a systematic analysis of the interview

using criteria-based content analysis (CBCA), and (3) a validity checklist, which involves
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an examination of other characteristics of the interview, the witness, and the investigation

(Raskin & Esplin, 1991). The second component, CBCA, is considered the core

component of statement validity assessment (Berliner & Conte, 1993), and it is the

component focused on here (though the current discussion will apply equally well to the

validity checklist).

At one point, CBCA consisted of 19 criteria that were applied to the content of the

child’s statement and used to estimate the statement’s veracity (Ruby & Brigham, 1997).

However, CBCA can now be found in a variety of forms, and most commonly consists of

18 criteria (Raskin & Esplin, 1991). Regardless of how many criteria are used, the

presence of a criterion is assumed to indicate that the child is telling the truth, with the

assumption being that ‘ . . .memory of an actual experience differs in verbal quality and

content from statements that are invented’ (Ruby & Brigham, 1997, p. 709). Brief

examples of the criteria coded for in CBCA are: quantity of details (are there descriptions

of place or time?), contextual embedding (are events placed in spatial and temporal

context?), and admitting lack of memory (did the child indicate lack of memory for an

aspect of the incident?).

Attempts to empirically validate CBCA as a procedure for determining statement

veracity have led to mixed results. There are studies carried out in the field and the lab that

indicate CBCA may be a useful procedure (e.g. P. W. Esplin, T. Boychuck, & D. C.

Raskin, paper presented at the NATOAdvanced Study Institute of Credibility Assessment,

Maratea, Italy, June 1988, as cited in Ruby & Brigham, 1997; J. Yuille, paper presented at

the NATOAdvanced Study Institute of Credibility Assessment, Maratea, Italy, June 1988,

as cited in Ruby & Brigham, 1997). However, there are also studies that report less

favourable results (Kohnken & Wegener, 1982, as cited in Ruby & Brigham, 1997).

Despite what these studies say about CBCA, Ruby and Brigham (1997) suggest there are

still many questions that remain unresolved: How accurate is the procedure? How many

criteria should be present before deciding that the child’s statement is true? Are some

criteria more useful than others? Does the type of interview procedure have an impact on

the results? Can the procedure be used with statements made by adults?

ROC analysis is a procedure that can provide answers to these questions. What should

now be clear is that previous attempts to demonstrate the accuracy of CBCA will likely

have been threshold specific. For example, if one were to use the decision threshold

proposed by Landry and Brigham (1992), where the presence of five or more criteria is

taken to indicate truth, the result may be quite different than if one were to adopt the seven

or more criteria threshold recommended by J. Yuille (paper presented at the NATO

Advanced Study Institute of Credibility Assessment, Maratea, Italy, June 1988) (as cited in

Ruby & Brigham, 1997). As previously described, ROC analysis provides a way to obtain

valid measures of discrimination accuracy that are not biased by the threshold adopted. In

addition to solving this problem, ROC analysis could also be used to determine an optimal

decision threshold for identifying truthful statements of abuse, and to make any

comparisons that are of interest to the researcher. For example, separate ROC curves

could be generated to compare different combinations of criteria, different types of

interview methods, or different categories of subjects.

The veracity of suicide notes

In a similar way, ROC analysis could quite easily be applied to problems in determining

the veracity of suicide notes. Based on the hypothesis that there exist a number of features
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more typical of genuine suicide notes, numerous attempts have been made to develop

discrimination procedures (e.g. Black, 1993; Edelman & Renshaw, 1982; Gregory, 1999).

For example, in one of the most recent studies, Gregory (1999) examined both genuine and

simulated suicide notes and determined that the content of the notes had more discrimi-

natory power than their structure. In Gregory’s study, structural variables included things

like the percentage of nouns found in the notes and the average sentence length. In

contrast, content variables included things like the writer leaving instructions and

providing explanations for their acts.

Gregory (1999) used the content variables found in a sample of 66 suicide notes (33

genuine and 33 simulated) to construct a scale that was meant to measure the degree to

which the note writer had internalized the decision to die. Consistent with his hypothesis,

there was an observable trend in the results, with genuine notes falling higher up on this

scale. Compared to simulated notes, genuine notes were generally characterized by higher

levels of positive affect, the inclusion of instructions, fewer explanations for the act, and

indications of an external locus of control. Similar results were found in a small sample of

suicide notes that Gregory used to validate his findings.

Gregory (1999) did not set a decision threshold to specifically define when a suicide

note should be considered genuine, though it seems from his results that a reasonable

threshold could have been set. As a result, no attempt was made to measure the level of

discrimination accuracy that could be achieved with his scale. In any case, if he had done

this, the accuracy rates reported would have been of limited value, since they would only

be valid for the threshold he adopted (and this threshold may be inappropriate in other

settings). Thus, as in the case of statement validity assessment, ROC analysis could prove

a useful tool to deal with these problems.

POTENTIAL DIFFICULTIES WITH ROC ANALYSIS

While the discussion above suggests that ROC analysis will be of value in the policing

context, problems will no doubt be encountered when the procedure is used. Some

problems affect the validity of accuracy measures, while others have an impact on setting

optimal thresholds. Five difficulties will be discussed that relate to accuracy measures.

These have been proposed by Swets (1996) and include: (1) establishing ground truth, (2)

ensuring independence of truth determination and the diagnostic system, (3) ensuring

independence of the sample and truth determination, (4) obtaining representative samples,

and (5) setting up a realistic decision making environment. The major difficulties

associated with selecting decision thresholds, which involve estimating the prevalence

rates of the diagnostic alternatives and the costs and benefits of the various decision

outcomes, have already been discussed, as have potential solutions to these problems.

Establishing ground truth

One of the main problems that will be encountered when using ROC analysis in the

policing context is that it may be difficult to establish ground truth. To obtain valid

measures of discrimination accuracy, the researcher must be able to do this (Swets, 1988).

Consider the bite mark example described above. Under field conditions it may be difficult

to know for certain whether a suspect was responsible for the bite mark in question. While

researchers have devised a number of methods for establishing ground truth in such studies
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(e.g. panel decisions, court verdicts, suspect confessions, etc.) each of these methods is far

from perfect. The same is true for the other applications discussed above.

Unfortunately, there is no way to resolve this issue completely in many cases. So, what

can the researcher do to minimize the problem? One obvious piece of advice is to use the

most effective evidence available for establishing ground truth. For example, in bite mark

studies, the researcher may be able to use DNA evidence to establish ground truth. When

such evidence is not available, as might often be the case, the next best alternative may be

to use multiple sources of less effective evidence, as some researchers have already done

(e.g. Whittaker et al., 1998). If neither of these options is feasible, it may be necessary to

resort to simulation based lab studies, where an accurate determination of ground truth is

ensured. However, while the accuracy of ground truth will be enhanced under laboratory

conditions, these studies will lack the realism of studies carried out in the field.

Alternatively, one might choose a completely different approach for dealing with ground

truth, by simply avoiding the need to determine it. While not the preferred method,

researchers have proposed procedures for conducting ROC analysis without the need for

ground truth (e.g. Beiden, Campbell, Meier, & Wagner, 2000; Henkelman, Kay, &

Bronskill, 1990).

In any case, and regardless of what approach is ultimately taken, the researcher who

examines diagnostic decision making will simply have to be aware of the many problems

that can exist in establishing ground truth and report them to the reader (or practitioner) if

they are relevant. In this way, they can ensure that an appropriate level of caution is used

when interpreting their results.

Ensuring independence of truth determination and the diagnostic system

The second problem that may be encountered is that ground truth may be determined, at

least in part, by the diagnostic system being evaluated. For example, the content of a

child’s statement of sexual abuse may indicate to a police officer that the child is telling the

truth, and this may lead that officer to ‘push hard’ for a confession from the accused. A

problem arises when the researcher uses that confession to determine ground truth,

because they have not isolated the determination of truth from the diagnostic system. As

Swets (1996) makes clear, this is a problem because the accuracy of the diagnostic system

‘ . . . is scored against a determination of truth that it helped to make . . . [and therefore the

system] ought to do well’ (p. 113).

The only way to eliminate this problem is to ensure that ground truth is always

determined independently of the diagnostic system being evaluated. In the statement

validity example just described, where suspect confessions guided sample selection, the

CBCA criteria should play no part in the extraction of a confession.

Ensuring independence of the sample and truth determination

The third problem that may be encountered is that the procedures used to determine

ground truth may affect the selection of cases, ‘ . . . resulting in an easier sample than is

realistic’ (Swets, 1996, p. 113). Such a problem could exist in many of the tasks described

above. For example, consider the linking study conducted by Bennell and Canter (2002).

They used arrest records as the basis for determining ground truth. Because arrests were

the sole basis for determining truth, the sample of burglaries that were selected for analysis

will not be entirely representative of the sorts of burglaries the police have to link.
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Specifically, the truth determination procedure used in this case restricts the sample to

solved serial burglaries.

Unfortunately, not all serial burglaries that are committed result in an arrest, and

burglaries that do, are solved for a reason. One likely reason why some serial burglaries are

solved is because they are characterized by high levels of behavioural similarity. This may

not be the case for unsolved serial burglaries. If this is true, the measures of accuracy

reported by Bennell and Canter (2002) are likely higher than what would be found in the

field. This is because, in the field, the logistic regression models developed by Bennell and

Canter would have to be applied to all burglaries, not just those that end up being solved.

To minimize this problem, one must ensure that the sample of cases selected for

analysis, and the procedure used to determine ground truth, are independent. For example,

in Bennell and Canter’s (2002) study, they could have used some other method to

determine ground truth that would have had less of an impact on the types of burglaries

selected (i.e. not restricting their sample to just solved serial burglaries). One possibility

would have been to determine ground truth based on arrest records and burglaries that

were taken into consideration (TIC) by the police. TIC crimes are unsolved crimes that an

offender admits to committing after they have been arrested by the police. In this case, TIC

burglaries become ‘solved’, allowing them to be incorporated into research, but there is

nothing about those burglaries per se that resulted in them being cleared by the police

(such as high levels of across-crime similarity).

Obtaining representative samples

The fourth problem that may be encountered has to do with obtaining representative

samples and determining the extent to which results are generalizable to other cases. In

order to obtain valid measures of accuracy, the sample of cases drawn on must be similar to

those that will eventually be applied to the diagnostic system (Swets, 1988). This is often

not achieved. For example, consider the representativeness of the suicide notes collected

by Gregory (1999). Gregory examined 33 genuine notes (and 33 simulated notes) that

were written before 1957. Not only is the sample size relatively small, the time period

when the notes were written may mean they are not representative of the range of notes

that would be encountered by the police today.

Obviously, researchers hope to solve this problem by collecting reasonably large and

representative samples. However, in situations where this is not possible, researchers

should provide as much detail as possible about their sample so that a determination can be

made about the degree to which the findings generalize to other cases. Even when

providing such detail, it would usually be appropriate to perform some sort of validation

test, as Gregory (1999) did, where the accuracy of the diagnostic system is determined by

how well it performs on a sample of yet-to-be-observed cases. A variety of procedures are

now available for this purpose (e.g. Efron, 1982; Gong, 1986). However, while cross-

validation will provide some indication of generalizability, the degree of generalizability

will still depend on how closely the test sample approximates reality.

Setting up a realistic decision making environment

The fifth, and final, problem that may be encountered with ROC related accuracy measures

involves setting up a realistic decision making environment. According to Swets (1996),

when running lab studies, accuracy measures are likely to be inflated to an unknown
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degree. This is due primarily to the fact that the decision making environment in lab

studies is artificial, in the sense that it does not replicate all the problems a decision maker

may face in the field. For example, just because it is possible for a police officer to identify

false allegations of abuse in the lab, this does not mean the same level of accuracy could be

achieved in realistic situations (e.g. when a person’s life is on the line, when the police

officer is tired, when the media is exerting pressure, etc.).

While studies conducted under laboratory conditions can be used to ‘ . . . test a system in

a standard way and at its full potential’ (Swets, 1996, p. 120), some consideration should

be given to these issues. Field studies provide an obvious alternative, despite the

difficulties in determining ground truth, but if these are not possible an attempt can be

made to approximate reality. For example, researchers routinely use monetary costs and

benefits with their laboratory subjects to simulate real world consequences and gains

(Getty, Swets, Pickett, & Gonthier, 1995). While such practices certainly do not capture

fully the costs and benefits experienced by police officers in the field, they provide

researchers with an opportunity to calculate slightly more realistic accuracy measures.

CONCLUSION

ROC analysis is a procedure that graphically illustrates the balance between hits and false

alarms that will occur at each and every decision threshold, and it provides an estimate of

discrimination accuracy that is independent of these thresholds. As a result, the procedure

can be used to improve police decision making by allowing the police decision maker to

set more appropriate decision thresholds and to estimate the accuracy of their decisions in

a more valid manner. More specifically, threshold setting procedures will allow the police

decision maker to adopt a threshold that results in the desired balance between hits and

false alarms for any particular situation, a balance that can often be in tune with the

probabilities of encountering the diagnostic alternatives and the costs and benefits of the

various decision outcomes. Avalid accuracy measure will allow the police to identify what

evidence they should use to make their decisions, to determine if their choice of evidence

should differ depending on the particular situation, and to compare the accuracy of

different groups of decision makers or diagnostic systems.
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