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Abstract (for Part I and Part II)

There has been a recent ‘experimental turn’ in the study of scalar implicature, yielding
important results concerning online processing and acquisition. This paper highlights some of
these results and places them in the current theoretical context. We argue that there is some-
times a mismatch between theoretical and experimental studies, and we point out how some of
these mismatches can be resolved. We furthermore highlight ways in which the current theoret-
ical and experimental landscape is richer than is often assumed, and in light of this discussion
we offer some suggestions for what seem to us promising directions for the experimental turn
to explore.

The article is divided in two parts. Part I first presents the two dominant families of ac-
counts of scalar implicature, the domain-general Gricean account and the domain-specific
grammatical account. We try to separate the various components of these theories and con-
nect them to relevant psycholinguistic predictions. Part II examines and reinterprets several
prominent experimental results in light of the theoretical presentation proposed in the first
part.

1 Background on scalar implicature

1.1 The traditional introduction

Hearing a sentence such as (1), Some of Mary’s students got an A, a competent speaker of
English will most naturally conclude that not all of Mary’s students got an A. This inference
is called a scalar implicature. Uncontroversially, this inference is the result of some compe-
tition between two alternatives: the uttered sentence (1) and a minimally different unspoken
sentence (2). The competition here resolves in the inference that the alternative in (2) is false,
i.e., in the scalar implicature in (3). The conjunction of the literal meaning of the sentence and
its scalar implicature is the ‘strengthened meaning’ of the sentence, (4).

1) Some of Mary’s students got an A.
2) Alternative: All of Mary’s students got an A.

3) Scalar implicature: Not all of Mary’s students got an A.



“) Strengthened Meaning: Some but not all of Mary’s students got an A.

The adjective ‘scalar’ witnesses the idea that the source of the relevant alternatives lies
in lists of words ordered such that replacing one with another would, in many environments,
yield sentences ordered by informativity, where ‘informativity’ is often measured by logical
strength (though cf. section 3.2 from Part II). In our example, the relevant scale is (some,
all), and placing one word or the other in of Mary’s students got an A provides the two
alternatives (1) and (2), with (2) logically stronger than (1). The mechanism generalizes: scales
are used to explain similar X implies not-Y inferences, using (X, Y) pairs such as (or, and),
(possibly, necessarily), etc.

The word ‘implicature’ comes from works inspired by Grice’s seminal work on other phe-
nomena, following which these types of inference are assumed to be the result of pragmatic
reasoning. A goal of the Gricean line of research is to reduce the computation of scalar im-
plicatures to principles of social interaction which apply beyond linguistic communication.
These principles are spelled out as a set of conversational maxims in Grice (1967). The driv-
ing principle behind a Gricean explanation of scalar implicatures is that, all things being equal,
cooperative speakers should convey as much relevant information as possible. The starting
point of the explanation is that in contexts in which (1) and (2) are both relevant, a rational
and cooperative speaker who has enough evidence to warrant assertion of (2) should assert
(2), since (2) is more informative than (1). As a result when the hearer processes (1) they can
safely conclude that the speaker was not in position to assert (2), and with some additional
assumptions about the speaker’s epistemic state (e.g., that the speaker knows whether (2)) the
hearer can conclude that the speaker knows that (2) is false (see e.g., Grice, 1967; Horn, 1972;
Gamut, 1991; Sauerland, 2004; van Rooij and Schulz, 2004; Schulz and van Rooij, 2006;
Russell, 2006; Spector, 2006; Chemla, 2009a).

1.2 Properties of the Gricean approach

Precise implementations of the Gricean approach make several important predictions, two of
which have been particularly central to debates concerning the mental mechanisms governing
implicature computation:

5) Stronger Alternatives: Scalar implicatures should only arise when a sen-
tence is asserted in a context in which a more informative (logically stronger) alter-
native is relevant; recall that the rationale behind implicature computation is that the
speaker could have provided more information, but chose not to.

(6) Global Reasoning: The computation of scalar implicatures is post-compositional;
because the reasoning applies at the level of speech acts (why did the speaker say what
s/he said, rather than saying something else?), it must involve comparing the logical
strength of full sentences.

Motivated by the governing principle of rational cooperation, these predictions provide straight-
forward explanations for otherwise complex data. For example, they explain why a sentence
such as (7-a) does not trigger a not-all inference of the kind we saw for (1): the alternative
(7-b) is not logically stronger than (7-a) and thus (because of Stronger Alternatives)
does not trigger the Gricean reasoning sketched above, and since (1) is in an embedded po-
sition in (7-a), it cannot (because of Global Reasoning) receive a so-called ‘embedded



implicature,” which reading we could paraphrase as ‘if some but not all of Mary’s students got
an A, she will be happy’ (see also note 7).

@) a.  If some of Mary’s students got an A, she will be happy.
b. If all of Mary’s students got an A, she will be happy.

1.3 Some challenges for the Gricean approach

Despite their considerable empirical success and their grounding in intuitively appealing prin-
ciples of rational cooperative action, St ronger Alternativesand Global Reasoning
were challenged rather soon after Grice (1967)’s seminal work appeared, and have continued
to face resistance in more recent times (see e.g., Cohen, 1971; Horn, 1972; Hirschberg, 1985
for early challenges, and see Chierchia et al., 2008 for a summary of recent challenges). As an
example challenge to Global Reasoning, consider Hurford (1974)’s generalization that
disjunctions whose disjuncts entail one another are infelicitous:

®) a. #John ate an apple or a fruit.
b. #John drives a car or a Toyota.

Gazdar (1979) noted that Hurford’s generalization is systematically obviated by disjunctions
whose disjuncts form (X, Y) pairs:

) Some of Mary’s students got an A or all of them did.

Why should there be a contrast between (8) and (9)? Assuming the correctness of Hurford
(1974)’s generalization, a natural explanation of the felicity of (9) is that the embedded disjunct
some of Mary’s students got an A (= (1)) is interpreted with its strengthened meaning (4), so
that the relevant reading of (9) might be paraphrased as only some of Mary’s students got an
A or all of them did. With this so-called ‘embedded implicature’ the Hurford configuration
is avoided because the disjuncts no longer stand in an entailment relation. Since no such
implicature is available in (8) (e.g., John ate a fruit does not implicate that John didn’t eat an
apple), embedded implicatures cannot rescue the sentences in (8) from oddness.! The appeal
to embedded implicatures is only possible, of course, if Global Reasoning is incorrect
(see e.g., Chierchia et al., 2008 for extensive discussion).

As an example challenge to St ronger Alternatives consider the sentence in (10-a),
its scalar alternative in (10-b), and the reading that results from conjoining (10-a) with the
negation of (10-b), paraphrased in (10-c):

(10) a.  Exactly one girl passed some of her exams.
Exactly one girl passed all of her exams.
c.  Exactly one girl x passed some of x’s exams, x did not pass all of x’s exams, and
for all other girls y, y did not pass any of y’s exams.

ISee Gazdar (1979), Hirschberg (1985), Krifka (1999) for discussion of the lack of implicature in hyponym-
hyperonym pairs like (8), and see Singh (2008b) for an attempt to understand this gap in a formal framework. This is
not just a matter of hyponym-hyperonym pairs. Note for example that if we change the first disjunct in (9) to at least
some of Mary’s students got an A, which does not implicate (3) (e.g., Krifka, 1999), the oddness reappears: # At least
some of Mary’s students got an A or all of them did.



The important question is whether (10-c) is a possible strengthened meaning of (10-a). If it
is, then the alternatives that get negated when computing implicatures cannot, as demanded
by Stronger Alternatives, be restricted to stronger alternatives because (10-b) is not
stronger than (10-a).2 Indeed, the two are logically independent.> Many recent works have
argued that (10-c) is indeed a possible strengthened meaning of (10-a) (e.g., van Rooij and
Schulz, 2004; Schulz and van Rooij, 2006; Spector, 2005, 2006; Chemla, 2009a; Chierchia
et al., 2008; Chemla and Spector, 201 I

1.4 The grammatical approach

In response to these and other challenges an alternative view of scalar implicatures has emerged
according to which scalar implicatures are the result not of pragmatic reasoning, but rather of
a grammatical operation (e.g., Chierchia, 2004, 2006; Fox and Hackl, 2006; Fox, 2007; Chier-
chia et al., 2008; Magri, 2009, 2011; Gajewski and Sharvit, 2012). A useful metaphorical
representation of this ‘grammatical theory of scalar implicature’ is that the relevant grammati-
cal operation is the application of an invisible operator, call it O, which would to a large extent
have the same effect as the word only. Under this approach, the scalar implicature for (1) would
be explained by (i) the fact that the sentence Only some of Mary’s students got an A conveys a
not-all inference and (ii) the assumption that the O operator is real and has a meaning which
for current purposes we can identify with the meaning of only. These two assumptions lead
to the consequence that a sentence like (1) is structurally ambiguous between a parse with O,
equivalent to only some of Mary’s students got an A and therefore responsible for the not-all
inference in (3), and a parse without O, giving rise to the classical reading which is compatible
with all of Mary’s students getting an A. Under this view, interpretation of (1) requires access
to a disambiguation mechanism. This is one of the ways in which the grammatical theory
differs from the Gricean picture — the sentence in (1) generates only one form-meaning pair
under the Gricean view.’

The grammatical approach raises important questions about the nature of this ambiguity,
such as what the factors are that govern its resolution. We will return to this matter shortly. For
now, we would like to highlight e ways in which the grammatical view provides a perspective
on strengthened meanings from which it is natural to reject St ronger Alternativesand
Global Reasoning. Itis natural to reject Stronger Alternatives under the gram-

2This is because exactly one is a non-monotonic operator. A non-monotonic operator O P is an operator that neither
preserves nor reverses entailment relations: if X entails Y, and X and Y are appropriate arguments to Op, Op(X)
and Op(Y') need not stand in an entailment relation.

3To see that (10-b) does not entail (10-a), consider that several girls passed at least one of the exams, and that only
one of these girls passed all of them: (10-b) is then true but (10-a) is false. To see that (10-a) does not entail (10-b),
consider that only one of the girls passed any exams, and that this girl failed to pass all of them: (10-a) is then true but
(10-b) is false.

“In fact, the experimental results reported in Chemla and Spector (2011) reveal this violation of St ronger
Alternatives and also suggest that, in violation of Global Reasoning, an embedded implicature is avail-
able in (10-a). The reading resulting from this possibility can be paraphrased as ‘exactly one student of Mary’s passed
some but not all of her exams.’

SWith n sentential constituents in the sentence the possibility of adding O to any constituent generates 2™ parses
unless restrictions are placed on O-application (see Fox and Spector, 2008; Singh, 2008b,a; Ippolito, 2011; Gajewski
and Sharvit, 2012 for evidence that there are restrictions on O-application, and see Fox and Spector, 2008 and Singh,
2008a for attempts to characterize these restrictions). Recursive application of O will increase this number, but under
reasonable conditions the number of form-meaning pairs that get generated will remain finite (Fox, 2007).
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matical theory because it identifies O as a silent variant of only, and since only is commonly
analyzed as an operator that negates alternatives that are not only stronger than its sentential
argument (the so-called ‘prejacent’), but also those which are merely non-weaker than it (see
e.g., Horn, 1972; Hirschberg, 1985; Rooth, 1992; van Rooij and Schulz, 2004; Schulz and
van Rooij, 2006; Spector, 2005, 2006; Chierchia et al., 2008; Chemla, 2009a; Chemla and
Spector, 2011), it would be natural to interpret O as an operator that does just this. And the
grammatical theory makes it natural to reject Global Reasoning because O-insertion is a
syntactic process, and hence should apply to embedded constituents. This possibility leads to
the expectation that embedded implicatures should exist (cf. our discussion of (9)).

1.5 A note about Relevance Theory

One framework that has often been called for in the experimental literature to derive online
predictions from offline theories is Relevance Theory (Sperber and Wilson, 1986). However,
Relevance Theory does not offer a theory of scalar implicatures. Instead, it provides a gen-
eral framework and terminology to draw and describe expectations about how theories of
scalar implicatures and almost just any other phenomena can lead to processing predictions
(in fact, Noveck and Sperber, 2007, who are good representatives of relevance theorists, de-
velop quite the opposite of a theory of scalar implicatures, arguing against the existence of the
phenomenon). Hence, Relevance Theory per se is not at all a competitor of the Gricean and
grammatical theories we described: its purpose is different. One may see it as a good comple-
ment of these theories, but it is not a necessary one either as long as an effort is made to be
explicit about cognitive aspects of the implementation of these theories.

1.6 The debate: the division of labour between grammar and pragmatics in the
computation of scalar implicature

The upshot is that the study of scalar implicature in the last decade has witnessed a lively pe-
riod of debate and development (see e.g., Horn, 2005 and Chierchia et al., 2008 for surveys),
and Stronger Alternativesand Global Reasoning have played a prominent role
in these debates. For example, because the Gricean approach is committed to these predic-
tions it can explain the disappearance of scalar implicatures in (7-a), but it is faced with the
challenge of making sense of the contrast between (8) and (9) and of the possibility of the
scalar implicature in (10-c). On the other hand, while the grammatical theory can appeal to
embedded implicatures to account for the felicity of (9), and it exploits the possibility of negat-
ing non-weaker alternatives to account for the scalar implicature in (10-c), it is faced with the
challenge of explaining why an embedded implicature in (7-a) seems to be dispreferred (e.g.,
Chierchia et al., 2008; Geurts and Pouscoulous, 2009; Panizza et al., 2009), and of explaining
new puzzles that arise when the negation of non-weaker alternatives becomes possible.°
Underlying these empirical questions lies a fiercely disputed question of modularity: are
scalar implicatures the ouptut of domain-general reasoning procedures derived from principles
of rational cooperation, as in the Gricean picture, or are they the output of domain-specific

For instance, why does All of Mary’s students got an A (= (2)) not implicate that none of Mary’s students got an A
(‘not (1)’; see Schlenker, 2012)? In textbook treatments of classical logic (2) and the negation of (1) are incompatible
only if it assumed that the domain is non-empty. Unless we assume, then, that there are boys, (1) and (2) are logically
independent and so we are left with the problem of explaining why assertions of (2) do not implicate that there are no
boys. (Note that unless this existence assumption is made Stronger Alternatives will not be met, which in
turn would leave the Gricean theory without an explanation of the observation that (1) implicates (3)).



computations taking place within the linguistic system, as proposed by the grammatical the-
ory?’” We hope to impress upon the reader that this way of formulating the question, prominent
in much of the literature, is something of a false dichotomy. As we hope to clarify, both ap-
proaches involve interactions between grammar (syntax/semantics) and pragmatics at all rel-
evant stages of implicature computation. Given the highly interactive nature of implicature
computation, the only legitimate question is what the right division of labour is between the
grammatical system and grammar-external cognitive systems in carrying out these computa-
tions.® This question of cognitive architecture is intimately connected to questions of process-
ing, acquisition, and information flow within the mind (e.g., questions of encapsulation and
the like, cf. Fodor, 1983). It is thus no surprise that these developments have led to a burst of
work introducing the methods of experimental psychology in service of resolving this debate.

1.7 Experimental turn

The existence of survey articles on experimental studies of scalar implicature (e.g., Noveck and
Reboul, 2008; Katsos and Cummins, 2010) can be taken as evidence of what we might call
an ‘experimental turn’ in this domain. The origin of the recent interest from experimentalists
can be located in Bott and Noveck (2004), who revived work by Rips (1975) investigating the
complexity of processing quantified sentences like (1) and (2), and in Chierchia et al. (2001),
Gualmini et al. (2001), and Noveck (2001), who revived work on the acquisition of quanti-
fiers and connectives by Paris (1973), Smith (1980), and Braine and Rumain (1981). This
revival provides a welcome example of linguists and psychologists studying a phenomenon
in parallel and offering results that inform each other’s scientific enterprise. The sociological
consequences go beyond scalar implicatures, with the rise of ‘experimental pragmatics and
semantics’ as a field. Linguists are now accustomed to experimental methods which provide
access to data that are not available with standard tools. In addition to introspective judgments
the theory of implicature now benefits from evidence obtained using a broad range of method-
ologies including offline judgments about the availability of inferences or picture matching
studies (e.g., Geurts and Pouscoulous, 2009; Chemla, 2009b; Clifton and Dube, 2010; Chemla
and Spector, 2011; Romoli and Schwarz, 2013), self-paced reading (e.g., Breheny et al., 2006;
Chemla et al., 2013), eye-tracking and mouse tracking (e.g., Huang and Snedeker, 2009; Tom-
linson et al., 2011, 2012), response times and Speed Accuracy Trade-Off paradigms (e.g., Bott
and Noveck, 2004; Degen and Tanenhaus, 2011; Chemla and Bott, 2011; Bott et al., 2012; Cre-
mers and Chemla, 2013), dual-task studies investigating the use of working memory resources
(De Neys and Schaeken, 2007; Marty and Chemla, 2011), betting-paradigms (e.g., Goodman
and Stuhlmuller, 2013), and acquisition studies using the truth-value judgment task and vari-
ations thereof (e.g., Noveck, 2001; Chierchia et al., 2001; Gualmini et al., 2001; Papafragou
and Musolino, 2003; Guasti et al., 2005; Crain, 2008; Crain and Khlentzos, 2010; Barner and

"This modern controversy revives a 19th century debate, discussed by Horn (2004, 2005), between those who
argued that sentences like (1) were ambiguous (e.g., Hamilton, 1860), and those who argued that the inference to (3)
came about through pragmatic reasoning (e.g., Archbishop Whately, 1848; De Morgan, 1847; Mill, 1867).

80ur focus here is on empirical issues, but as noted in Fox (2007, 2013) there are conceptual tradeoffs also: the
grammatical theory buys a simple pragmatics (a pure ‘Gricean’ one) at the cost of complicating grammar (by positing
0), while the neo-Gricean approach buys a simple grammar (no O) at the cost of complicating pragmatics (with
stipulations about ALT in the pragmatics itself, turning ‘Griceanism’ into ‘neo-Griceanism’). We will steer clear of
this conceptual stalemate, and will use the terms ‘Gricean’ and ‘neo-Gricean’ interchangeably (as is commonly done).
However, if Fox is right, this terminological confusion is at best highly misleading. See note 10.



Bachrach, 2010; Barner et al., 2011; Stiller et al., 2011; Foppolo et al., 2012; Zhou et al., 2013;
Singh et al., 2013).

What is the source of this experimental interest and success? We submit that scalar impli-
cature is a phenomenon with the following two properties: (i) its most widespread theoretical
descriptions and disputes (ambiguity versus pragmatic reasoning) can be sketched in intuitive
terms (see above); (ii) it raises questions of fundamental importance for cognitive science, such
as modularity; since it is a phenomenon at the interface between semantics and pragmatics, an
understanding of scalar implicature is likely to yield insights into the broader organization of
language and mind. One consequence of (ii) is that data gathered using the methods of ex-
perimental psychology (e.g., derivation time course or stages and paths of acquisition) gain
immediate importance. For example, if scalar implicatures are pragmatic in nature, one might
expect them to be acquired along with other pragmatic skills (see e.g., de Villiers, 2007 for
general discussion of the bidirectional influences of the development of linguistic and extra-
linguistic capacities). One problematic consequence of (i), however, is that it creates a risk of
over-simplification, a matter to which we will soon return.

2 Integration of theoretical models and experimental methods

The new kinds of data made available by the experimental turn hold the promise to radically
advance our understanding of scalar implicature. However, this potential has not been fully
realized, partly due to simplifying assumptions about the competing theories and about their
relation to processing and development. To discuss these matters precisely it will be useful
to identify what the competing theories view as the computational problems the implicature
mechanism solves, and to state some auxiliary assumptions that relate these computations to
models of performance.

2.1 Computational Problems

This section identifies the tasks the implicature mechanism has to solve under the competing
theories. We will see that both the grammatical and the Gricean theory posit a highly in-
teractive mechanism, with communication between grammar and pragmatics throughout the
computation.

2.1.1 Gricean view

The Gricean view posits the path from utterance to strengthened meaning outlined in Figure 1.
Under this view, we start with an utterance of sentence S, to which the grammar assigns its
literal meaning, [[S]]. For example, the literal meaning of (1) is that John ate at least some
of the cookies. A set of alternative sentences is then derived in a collaborative effort between
grammar and pragmatics: a set of formal alternatives ALT'(S) is derived by the grammar (see
note 7 in Part II), a set of relevant alternatives R is derived by context (often identified with
the complete answers to the question under discussion; see Groenendijk and Stokhof, 1984;
Lewis, 1988), and the intersection of these two sets, ALT*(.S), is the set of actual alternatives
used in the computation (for details, see e.g., Horn, 1972; Gazdar, 1979; Rooth, 1992; Katzir,
2007; Chemla, 2009a; Fox and Katzir, 2011).° For example, returning to (1), if we assume

°It is natural to think of this process as the context pruning members of ALT(S) based on considerations of
relevance. Such an interpretation would bring this process in line with contextual domain restriction elsewhere. See
e.g., Rooth (1992) and Fox and Katzir (2011).



that ALT((1)) = {(1), (2)} and that context decides that each element of ALT'((1)) is relevant,
then ALT*((1)) = {(1), 2)}, but if context decides that (2) is irrelevant, then ALT*((1)) =
{(O}.

The sentence S, and its actual alternatives ALT*(.S), serve as input to a defeasible prag-
matic strengthening mechanism which considers those members ST € ALT*(S) that are
stronger than S (cf. Stronger Alternatives), and concludes that the speaker believes
S (speakers assert only those propositions they believe to be true) and does not believe S+ (for
otherwise the speaker would have uttered one of the stronger alternatives S™ instead). These
inferences are sometimes called ‘primary implicatures.” In our running example, if ALT™*((1))
= {(1), (2)}, at this stage we have Bg(1) and —=Bg(2), where Bg(x) is shorthand for ‘the
speaker believes that «’. The inference —Bg(2) is the primary implicature of (1). In a sub-
sequent stage, the hearer makes a judgment on whether the speaker can be assumed to have
an opinion on whether these stronger alternatives S + are true or false, that is, on whether the
so-called ‘competence assumption’ holds (e.g., van Rooij and Schulz, 2004; Schulz and van
Rooij, 2006; Chemla, 2008). The factors that enter into this judgment are unclear (though
see Goodman and Stuhlmuller, 2013 for explicit manipulation), but if the hearer makes the
competence assumption they will conclude that these stronger alternatives are false (secondary
implicatures about each ST), and if the hearer does not make the competence assumption they
will conclude that the speaker is ignorant about the truth-value of all these stronger alterna-
tives (ignorance implicatures about each S*). Finally, with the assumption that the speaker
has sound evidence for their beliefs, the hearer concludes that A for each conclusion B(A)
produced by the reasoning. Thus, an utterance of (1) will lead the hearer to conclude that (1)
is true. If the competence assumption holds, they will also conclude that (2) is false (speakers
have sound evidence for their beliefs), and if the competence assumption does not hold, they
will conclude that the the speaker is ignorant about the truth of (2). And had context pruned
(2) to begin with, no inferences about this proposition would be made.

‘ Literal meaning ’

([S1]

_

‘ Primary implicatures ’

(_'BSA)

e @

Ignorance implicatures Secondary implicatures
(=BsA N ~Bs—A) (Bs—A)

Figure 1: Steps in the computation of the meaning of sentences with potential scalar implicatures
according to the Gricean family of accounts



2.1.2 Grammatical view

Figure 2 is the counterpart of Figure 1 for the grammatical view. We start again from an
utterance of a sentence S. Analysis of the utterance requires the hearer to decide whether to
parse the sentence with or without the O operator, as S or O(S). This decision does not
have to be made in the Gricean view. However, as under the Gricean view, each parse is
assigned a literal meaning: if the sentence is parsed without O, then S gets assigned its literal
meaning [[S]] as before, but if the sentence is parsed with an O, then [[O(S)]] is computed.
The computation of this meaning involves several steps:

(11) Steps in the computation of [[O(S)]]

a.  Alternatives: O, like only, works over a set of alternatives, and the alternatives
are assumed to be the same as those involved with implicature computation
(e.g., Rooth, 1992; Fox, 2007; Fox and Katzir, 2011); thus, as in the pragmatic
approach, the system needs to derive ALT'(S) and its contextually modified
variant ALT™(S).

b.  Strengthening: Given S and ALT™*(S) as input, O decides by a formal algo-
rithm which members of ALT*(S) should be negated (the precise mechanics
are not relevant for current purposes — see Fox, 2007 for a formal statement).

There are two things to note so far. First, there needs to be a decision about how to disam-
biguate the sentence. Second, the parse with O brings about additional computations, such
as those mentioned in (11-a) and (11-b), in addition to the syntactic operations required to
merge O and ALT*(.S) into the structure (to avoid clutter we will continue to write O(S) as
shorthand for the more articulated logical form O(ALT™*(S))(S5)).

Next, no matter how the sentence is parsed, the result is delivered to a pragmatic mecha-
nism that makes various inferences about the beliefs of the speaker. First, if the parse of the
sentence is A, the hearer concludes BgA. Second, for all relevant propositions C' whose truth-
value is left open by the parse of the sentence, the hearer generates ignorance implicatures
about C', =BgC' and ~Bg—C. This follows from assumptions about the nature of quantity
reasoning that we will put aside here (see note 10). To see how the reasoning works in our
example, suppose that (1) is uttered in a context in which each member of ALT(1) = {(1), (2)}
is relevant, and nothing else is. If the hearer parses the sentence with an O, we have [[O(S)]]
= (4). If the hearer parses the sentence without an O, we have [[S]] = that at least some of
Mary’s students got an A (possibly all). This leaves open the truth-value of (2), and so the
hearer concludes that the speaker is ignorant about whether all of Mary’s students got an A.

2.1.3 Summary

The two theories have a different architecture. In particular, they assume that the strengthened
meaning of a sentence is produced in different cognitive systems. Each assumes that there is
some function, f, responsible for strengthening the meaning of a sentence like (1) into (4).
However, the Gricean view places f in the pragmatic system. The grammatical theory iden-
tifies f with an unpronounced morpheme, O. At the same time, the theories share various
components. Surely, both of them involve pragmatic and grammatical components. For exam-
ple, the derivation of alternatives is identical in the two systems, involving both grammatical
(ALT) and pragmatic considerations (ALT*). Second, the decision to apply f or not, or to



[ Sentence S ]

F

( [[S]] ) ( [[O(S)]] )
[ + ignorance inferences ] [ + ignorance inferences ]

Figure 2: Steps in the computation of meaning for sentences with potential scalar implicatures
according to the grammatical family of acccounts

stop at any point in the computation, is a pragmatic one in both cases. These similarities and
differences are summarized in Table 1.'0

Grammatical theory Neo-Gricean theory

. . ALT ALT
Grammatical operations
S
f
Pragmatic operations ALT* ALT*

decision to apply f  decision to apply f
(disambiguation)

Table 1: Grammar vs Pragmatics: all accounts have some grammatical and pragmatic components

The question to which we would like to now turn is how these models should be opera-
tionalized as representations of what occurs in the minds of speakers and hearers.

19Fox (2007, 2013) points out that the pragmatic demands on speakers are also different in the two approaches: un-
der the grammatical theory the quantity maxim guides speakers to say the strongest relevant proposition that they know
to be true, while under the neo-Gricean theory the maxim guides speakers to say the strongest relevant proposition in
ALT* that they know to be true (see note 8 and section 3.1 in Part II).
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2.2 Auxiliary assumptions about processing

We have so far been concerned with laying out the principles behind the Gricean and grammat-
ical theories of implicature, and with specifying the computational problems the implicature
mechanism is thought to solve under each approach. These theories have been largely mo-
tivated by a particular kind of data, namely the range of interpretations that get assigned to
various sentences in various contexts of use, typically attained using elicited judgments from
informants. The theories have thus been concerned with stating explicit assumptions about
grammar (syntax and semantics) and pragmatics that yield the desired interpretations. It would
seem fair to conclude, then, that these theories have primarily been concerned with capturing a
speaker-hearer’s knowledge of grammar and pragmatics, sometimes called a speaker-hearer’s
‘competence’ (e.g., Chomsky, 1965).

What do these theories of grammatical and pragmatic competence predict about various
questions we might be interested in asking, such as how long it would take a subject to com-
pute the inference in (3) upon hearing or reading (1)? So far these theories make no predic-
tions about this. What is needed is a set of auxiliary assumptions about how these knowledge
systems are used in behaviour, assumptions that are sometimes said to belong to a theory of
‘performance’ (e.g., Chomsky, 1965).!" Note that we are not saying that these theories are not
responsible for processing data. To the contrary, a complete theory of scalar implicature will
aim to capture data of whatever kind that is relevant to characterizing the systems responsible
for implicature computation. These data may come from offline elicited informant judgments,
complexity measures in comprehension/production tasks, brain imaging studies, corpus stud-
ies, stages in acquisition, and much else. However, any theory aiming to describe and explain
these data will likely be decomposed into various component parts 717,75, ..., Ty, the joint
description of which constitutes the entire theory.

To illustrate, suppose that 77 is one of our candidate competence theories, and that we
wish to extend 77 to a theory of processing, say to account for response time data concerning
comprehension of (1). We will proceed to make explicit assumptions about processing. These
might include assumptions such as that in production/comprehension the processing mecha-
nism executes computations specified by the knowledge systems of syntax/semantics/pragmatics.
This so-called ‘Competence Hypothesis’ (Bresnan and Kaplan, 1982) relates competence sys-
tems to their realization in performance. While other assumptions about this relation are imag-
inable (see e.g., Fodor et al., 1974), our reading of the experimental literature on implicature
suggests that the Competence Hypothesis has been implicitly assumed throughout (though see
section 2 in Part II). We will also assume this here. Call this assumption 7.

There are many other choice points in the specification of a processing model. For example,
does the processor compute serially or in parallel? What information does the system have
access to at each step of computation? What is a ‘step’ in the computation? Which steps are
costly? When is one problem that the system has to solve ‘harder’ than another?

We will try to clarify these questions, and possible answers to them, when we discuss some
experimental results in Section 3. Here, to illustrate some of the issues they raise, consider
how we might deal with the fact that each theory needs to say something about how the system

Similar distinctions are also made in other cognitive sciences, such as in the theory of vision, where a distinction is
sometimes made between what Marr (1982) calls the ‘computational level,” responsible for characterizing the problems
the system is designed to solve, and the ‘algorithmic level, responsible for characterizing the processes that are
executed in solving the problems at the computational level.
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decides whether or not to execute f (i.e., whether or not to strengthen the sentence). Recall
that while both systems face this problem, the problem imposes different demands on the
competing implicature mechanisms. Under the Gricean view the system has to decide whether
or not to carry out the sequence of pragmatic reasoning that leads to implicatures. What are
the factors that govern this? Some authors have proposed that the reasoning is triggered by
default, with contextual factors sometimes overriding this default (e.g., Levinson, 2000). This
assumption would predict that interpreting (1) with its strengthened meaning (4) would be
faster than interpreting it with its literal meaning (see section 2.1 in Part II). It goes without
saying that other choices are imaginable, and one would hope that any such choice would
be motivated by general considerations. So far as we are aware, the factors that govern this
decision have not been clarified.

Under the grammatical view, the question of whether to apply f reduces to a question
of ambiguity resolution. The immediate question that arises is whether the disambiguation
method employed is the same method used to resolve other ambiguities, such as lexical am-
biguities, PP-attachment ambiguities, or scope-ambiguities. There are several proposals here.
Some authors have followed Dalrymple et al. (1998) in assuming that there is a preference
for stronger meanings (e.g., Chierchia, 2004; Chierchia et al., 2008 — see e.g., Geurts and
Pouscoulous, 2009; Chemla and Spector, 2011 for critical discussion). Others have followed
Gualmini et al. (2008) in assuming that the decision is based in part on considerations of how
well the parse answers the question under discussion (e.g., Fox, 2007; Singh et al., 2013). Ma-
gri (2009, 2011) argues that there is no ambiguity at all, with sentences mandatorily parsed
with an O (all apparent optionality is relegated to the contextual considerations that create
ALT* from ALT). And it remains an open question how, if at all, these factors interact with
other well-known factors in disambiguation, such as considerations of plausibility (e.g., Crain
and Steedman, 1985; Trueswell et al., 1994; Jurafsky, 1996; Hale, 2006), structural complexity
(e.g., Miller and Chomsky, 1963; Frazier and Fodor, 1978; Gibson, 2000), tradeoffs between
computation and storage (e.g., Johnson et al., 2007; O’Donnell et al., 2011), and so on.

A complete theory of scalar implicature requires answering these questions about process-
ing and their relation to knowledge systems. Such a theory will thus be given by a conjunction
Ty ANTo NT5 A ... Ty, with each T; specifying some set of assumptions about the system.
When we evaluate any such theory against data, the evaluation will necessarily be holistic (we
are evaluating the entire conjunction of assumptions). If the theory comes across data that it is
unable to handle, all that we are licensed to conclude is that one of the conjuncts must be given
up (though of course the conclusion has little force in absence of an alternative conjunction
of assumptions that better explains the data). It should be clear that negating any particular
conjunct, or even worse negating each conjunct, is not a valid inference.

3 Interim conclusion: the theoretical situation and its challenges

In the first part of this paper, we have introduced two of the main approaches to the mental
computation of scalar implicatures: the Gricean approach and the grammatical approach. We
have argued that although they rely on conceptually different views about the phenomenon,
they share various insights. We have shown in particular that both of these approaches rely on
some grammatical properties and on some pragmatic, domain general properties. Importantly,
we have tried to delineate the empirical challenges for each of these approaches and to deter-
mine which ways can and cannot serve to tease them apart. We hope this first part will help
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reduce some current misunderstandings which often make their way to experimental studies.
In the second part of this review paper, we will sample some experimental results and discuss
their relevance for this task.
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Remarks on the experimental turn in the study of scalar
implicature, Part II
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Interim abstract

In Part I, we have introduced two of the main approaches to scalar implicature: the Gricean
approach and the grammatical approach. We have argued that although they rely on concep-
tually different views about the phenomenon, they share various insights and we argued that
their empirical differences were more subtle than what one may have expected. In this second
part of this review paper, we will sample some experimental results with two goals in mind.
First, we will exemplify some simplifications that are found in the literature and examine the
consequences of these simplifications on the interpretability of experimental results. Second,
we will suggest future directions that the experimental turn might consider exploring, direc-
tions that seem to us to have the potential to illuminate the richness of the competing theories
and the potential to dissociate or improve them.

1 Interpreting Experimental Results

In the second part of this paper, we will review some results from experimental studies of
scalar implicature (henceforth SI), with the first part serving as the theoretical matrix. We do
not offer a comprehensive review of the literature. Rather, we will discuss a handful of results
with the following two goals in mind: (i) exemplifying some simplifications that are found in
the literature and examining the consequences of these simplifications on the interpretability
of experimental results, and (ii) suggesting future directions that the experimental turn might
consider exploring, directions that seem to us to have the potential to illuminate the richness of
the competing theories and the potential to dissociate or improve them. We will do this in two
steps. First, we will argue that the current theoretical terrain is richer than is often assumed
(section 2), and in particular we will extract a generalization that relates stages of acquisition
to processing complexity in the adult: SIs that are acquired late are processed slower in the
steady state (Reinhart, 2006; Pouscoulous et al., 2007; Noveck and Reboul, 2008; see Table 1
in Section 3.3 for a summary). Second, we will suggest some new directions that experimental
studies might take in helping adjudicate the debate between the neo-Gricean and grammatical
theories (section 3).



2 The challenge from processing complexity and acquisition

2.1 Processing complexity: The automaticity/defaultness debate

A well-known finding is that scalar implicatures are derived with a delay: it takes more time
to read or evaluate the truth-value of a sentence like (1) if its scalar implicatures are taken
into account. This result has been obtained with various methodologies, such as the truth-
value judgment task (Bott and Noveck, 2004; Degen and Tanenhaus, 2011), self-paced reading
(Breheny et al., 2006; Chemla et al., 2013), and eye-tracking studies (Huang and Snedeker,
2009a; Storto and Tanenhaus, 2005). This result has been obtained with various subspecies
of scalar implicatures as well, including e.g., so-called ‘indirect implicatures,” (such as the
inference from a sentence like not all of Mary’s students got an A to some of Mary’s students
got an A, Cremers and Chemla, 2013).1

(Same introducing examples as in Part I, repeated here for convenience)
D Some of Mary’s students got an A.
2) Alternative: All of Mary’s students got an A.
3) Scalar implicature: Not all of Mary’s students got an A.
@) Strengthened Meaning: Some but not all of Mary’s students got an A.

There have been two provisos to the result that SI computation is costly. First, there is a
worry that the time difference could be due to the fact that scalar implicatures normally add
complexity to the meaning of the sentence (by way of providing a strictly stronger meaning
or of removing simple monotonicity properties), independent of whether or not the derivation
of this scalar implicature is costly (see Bott et al., 2012 for discussion). Second, some may
understand eye-tracking results showing that scalar implicatures are derived quickly, before a
sentence is fully processed, as evidence that their derivation is not costly. However, such results
merely show that even though it may have a cost, the parser is willing to pay that price early
on. We would like to stay away from these two questions, and discuss instead the relevance of
this cost result for deciding between theories.

Assuming the Competence Hypothesis (Bresnan and Kaplan, 1982), the null hypothesis
under both the Gricean approach and the grammatical one is that SI computation should be
costly. This is visible already from figures 1 and 2 from Part I, in both of which [[S]] occurs
‘above’ any implicature-related reading. The execution of the strengthening function f will
involve retrieval of alternatives ALT'(S) together with their contextual restriction ALT™*(S),
and either a sequence of pragmatic reasoning (Gricean theory) or addition of syntactic structure
to S to create O(ALT™(S))(.S) and corresponding semantic computations demanded by the O
operator (grammatical theory). This work presumably takes time and effort.> Why, then, has

Cremers and Chemla (2013) and Romoli and Schwarz (2013) present evidence that indirect SIs are not costly, but
Cremers and Chemla (2013) argue that there are confounds in these findings, and they show that once these confounds
are overcome the computation of indirect SIs does come with a processing delay.

2One difference between the two theories is that even if the meaning of S needs to be derived before scalar im-
plicatures, this derivation is a mere intermediate computational step in the grammatical view, while it should behave
like a plain, potential meaning for the whole sentence in the neo-Gricean view. Tomlinson et al. (2011; 2012) present



the cost result been given so much attention in the literature?

The reason is that writers from both the neo-Gricean camp (Levinson, 2000) and from
the grammatical perspective (Chierchia, 2004) made the ambitious and surprising claim that
SIs are derived by ‘default.” A natural interpretation of this defaultness claim is that deriving
an SI is the best bet, and hence will be done ‘automatically’ (despite the costs associated
with doing so), incurring the risk that this might have to be undone at a later stage (e.g.,
if contextual considerations about relevance or the competence assumption suggest that the
inference is not warranted). The default assumption predicts, then, that a subject should be
faster in understanding a sentence with its SIs than without. This prediction is not supported
by experimental results, and authors have used this as an argument against the neo-Gricean
view of Levinson and the grammatical view of Chierchia (see e.g., Noveck and Reboul, 2008;
Katsos and Cummins, 2010 and references therein).

This conclusion is not warranted, since it is possible that the difficulty lies in the auxiliary
assumptions about processing that implement defaultness within a neo-Gricean or grammat-
ical framework.® The defaultness assumption was a provocative and sophisticated attempt to
suggest that certain preferences in interpretation are worth the computational costs that go with
them and thus impose greater costs for reverting to the dispreferred interpretation. The default
assumption was clearly and precisely stated, and perhaps for this reason it has proven to be
extremely fruitful in pushing our understanding of the time course of implicature computation.
Experimental results are inconsistent with the defaultness assumption, but this negative result
leaves many questions unanswered about the source of the costs. This is where we think at-
tention should be focused. As already noted, the costs could be linked to the computation of
the alternatives ALT, the comparison of alternatives (cf. Stronger Alternatives), the
negation of alternatives (execution of f), the need to access contextual information in deciding
which of the alternatives are relevant (ALT™*) and which of them the speaker is opinionated
about (the competence assumption), and the relative complexity of the meanings obtained
with and without scalar implicatures (see recent experimental work by De Neys and Schaeken,
2007; Grodner et al., 2010; Degen and Tanenhaus, 2011; Bott et al., 2012; Tomlinson et al.,
2011, 2012; Marty and Chemla, 2011). Furthermore, not all alternatives ALT are derived in

mouse-tracking results showing that hearers who eventually respond taking scalar implicatures into account go through
a stage at which scalar implicatures are absent and behave as if S were the reading assigned to the sentence. These
types of finer-grained results seem to favor a neo-Gricean model in which S systematically appears as a potential
meaning for the sentence. However, other results show that intermediate computational stages behave very much like
potential readings in that respect. These other results might be taken as evidence for online ‘bottom-up’ compositional
interpretation. For instance, in interpreting negative sentences of the form not S, hearers also go through a stage in
which they behave as if S were the reading assigned to the sentence not S (Dale and Duran, 2011).

3There are many ways of formulating a processing model with a defaultness assumption. One possibility is to give
up the Competence Hypothesis. For example, a learner might pick up on the fact that (1) often has the strengthened
meaning (4), and simply store this and use it as a heuristic instead of running through the computations laid out in
Figure 1 or Figure 2 from Part I each time they encounter an occurrence of (1). An alternative that is consistent with
the Competence Hypothesis might require — at a first pass at interpretation — that certain options be taken at the relevant
choice-points in the derivation, subject to later revision. For example, under both the grammatical and Gricean theory
a subject would have to delay the contextual pruning of ALT'. In addition, a subject working through Figure Part 1-1
would have to execute all the steps in the reasoning (which are defeasible in principle), and they would assume by
default that the competence assumption holds. And a subject working through Figure Part 1-2 would have to parse the
sentence with an O. This implementation of the default principle would force the parser to make certain choices with
the risk that these choices may need to be revised if contextual considerations decide the result is inappropriate.



the same way: some alternatives are derived by replacing lexical items with other lexical items
(e.g., A and B from A or B), while others are derived by deleting parts of the tree (e.g., A from
A or B) (e.g., Sauerland, 2004; Katzir, 2007; Chemla, 2009a; see note 7), and it is conceivable
that these differences matter to processing.

2.2 Processing profiles of a wider range of scalar implicatures

The problem of localizing the source(s) of costs during SI computation is further complicated
by the observation that the computation of some other inferences which are often analyzed
as scalar implicatures does not exhibit the same cost.* Specifically, there is evidence that
computing the ‘exactly’ interpretation of numerals is not costly (e.g., Huang and Snedeker,
2009a; Marty et al., 2013) and there is evidence that computing free-choice inferences is not
costly (Chemla and Bott, 2011). These inferences are often assumed to be SIs. Let us illustrate
these phenomena: a sentence like John ate three cookies is often assumed to have a literal ‘at
least three’ reading (that John ate at least three cookies) which can get strengthened through SI
computation to an ‘exactly three’ reading (see e.g., Spector, 2013 for a recent overview), and a
sentence like John is allowed to eat the cake or the ice-cream is often assumed to have a literal
meaning that John has permission to eat at least one of the cake or ice-cream, which reading
can get strengthened by SI computation to the free-choice inference that John is allowed to
eat the cake and that he is allowed to eat the ice-cream (e.g., Kratzer and Shimoyama, 2002;
Schulz, 2005; Alanso-Ovalle, 2005; Fox, 2007; Chemla, 2009a).

The challenge is to explain all of these results in a general theory of semantics, pragmatics,
and processing. There are many reasons for thinking that the exactly-readings of numerals
and free-choice inferences should be computed as SIs in the same way as what we will call
‘standard SIs’ — those involving Horn scales consisting of duals, such as such as (some, all)
and (or, and).® For example, they tend to exhibit many of the same properties as standard SIs:
they can be described as the output of f on a classical meaning, the classical meanings are
preferred in downward-entailing environments (e.g., no one is allowed to eat the cake or the
ice-cream means no one is permitted to eat either, not that no one has free-choice), and they
can be cancelled (e.g., it is consistent to say John has three sons, and possibly even more). It
is consequently puzzling that the processing signatures of otherwise similar inferences should
diverge in this way. At the same time, if numerals and free-choice are to be explained with
means other than f, then not only are their similarities to standard SIs left as something of a
puzzle, they also give rise to complications in the semantics (cf. note 5). The literature on this is
too vast for us to do justice to here; what we would like to contribute is the generalization about
processing complexity, and to suggest that with a clearer understanding of which linguistic
inferences lead to costs, and why, only then will we be able to use processing complexity to
assess and refine current theories of SI computation (for relevant recent discussion, see e.g.,

“van Tiel et al. (2013) explores a related question, showing that the rate of derivation of scalar inferences varies in
important ways from one scalar item to another. Although these results are not yet associated with processing results,
they are certainly relevant to the enterprise of understanding the core of the phenomenon by looking at a broader class
of exemplars.

3Under common assumptions, the logical form allowed (A or B) does not entail allowed A and allowed B, though
cf. Zimmerman (2000); Geurts (2005).

The alternatives for a sentence like John ate 3 cookies consists of sentences of the form ‘John ate n cookies’ for
all natural numbers ‘n,’ and the alternatives of John is allowed to eat cake or ice-cream that are needed to derive
free-choice are John is allowed to eat cake and John is allowed to eat ice-cream (see note 7).



Geurts, 2006; Breheny, 2008; Chemla, 2009a; Huang and Snedeker, 2009a; Panizza et al.,
2009; Chemla and Bott, 2011; Singh et al., 2013; Spector, 2013; Cremers and Chemla, 2013;
Marty et al., 2013).

2.3 Child development

Acquisition studies have demonstrated that, descriptively, children (roughly between the ages
of three and seven) who master much of their native language grammar behave as if they do not
derive standard scalar implicatures like the one described in (1)-(4) (e.g., Noveck, 2001; Pa-
pafragou and Musolino, 2003; Reinhart, 2006; Crain, 2008; Barner and Bachrach, 2010; Crain
and Khlentzos, 2010). More precisely, it has been shown that the observed rate of implicature-
compliant behavior can be manipulated by changing the ‘pragmatics of the task’ (e.g., Chier-
chia et al., 2001; Gualmini et al., 2001; Papafragou and Musolino, 2003; Guasti et al., 2005;
Miller et al., 2005; Verbuk, 2009; Barner et al., 2011; Stiller et al., 2011; Foppolo et al., 2012).
This could be taken as evidence that there is modularity in the system: Sls are acquired at a
stage when, say, a pragmatic module develops, while a semantic module could develop earlier.

We do not think the evidence warrants such a strong interpretation. First, children have
been shown to have quite sophisticated pragmatic abilities even at the stage at which they do
not compute Sls (e.g., Clark, 1993; Clark and Amaral, 2010). Second, as discussed earlier, the
computation of SIs involves several components (e.g., the generation of alternatives, negations
of them, reasoning about the speaker’s epistemic state, etc), and it is possible that these com-
ponents mature at different stages of development. For example, it has been argued that the
reason children behave as if they do not compute scalar implicatures is that they are at a stage
of development at which they do not generate alternatives, but otherwise the rest of the system
might well be intact (e.g., Chierchia et al., 2001; Gualmini et al., 2001; Barner and Bachrach,
2010; Barner et al., 2011).7 In a recent argument in support of this, Barner et al. (2011) pro-
vided evidence that children judge sentences like only some of the animals are sleeping as true
in contexts in which all of the animals in a given picture are sleeping. It seems that even the
presence of only, which like SI computation takes a set of alternatives as input and negates
some of them (replace the O in (Part I:11) with only), does not compel the child to perform
the required substitution. However, if the relevant alternatives are made explicit for the child,
they reveal their underlying knowledge of the strengthening function f. For example, Barner
et al., 2011 showed that children reject sentences like only the dog and the cat are sleeping
when they are explicitly given the information that the dog, the cat, and the cow are sleeping
(see similar results in Chierchia et al., 2001; Gualmini et al., 2001; Papafragou and Musolino,
2003; Guasti et al., 2005; Barner and Bachrach, 2010; Minai and Fiorentino, 2010).

As with our discussion of processing complexity, our summary of the acquisition of SIs
is complicated by results concerning numerals and free-choice. Specifically, there is evidence
that children pass through a stage of development at which they do not compute standard SIs
but nevertheless compute ‘exactly’ interpretations of numerals (e.g., Papafragou and Musolino,

"More concretely, assume with Katzir (2007) that alternatives in the steady state are derived by a function ALT
which takes the parse of the uttered sentence as input and produces a set of alternatives by replacing nodes in the tree
with elements from the following substitution sources: (i) the lexicon (e.g., replacing some in (1) with all to create
(2)), (i) subconstituents of the target node (e.g., replacing A or B with its constituent A), (iii) explicitly mentioned
linguistic material (e.g., if the dog and the cat has been mentioned, then that phrase can be replace the dog in the dog
is sleeping). Singh et al. (2013) localize the child’s difficulties with ALT with operation (i): children do not access
the lexicon but can access subconstituents and linguistically salient material.



2003; Musolino, 2004; Huang and Snedeker, 2009b) and free-choice inferences (Zhou et al.,
2013; Singh et al., 2013).8 As noted earlier, these early-developing inferences are also pro-
cessed faster in the adult than are standard SIs. These results raise the challenge of explaining
(i) the stages the child passes through as it develops into the steady state, (ii) when and why
online processing costs are observed, and (iii) why implicatures available early to the child are
processed fast in the steady state.

Here we would like to highlight another question that remains unanswered in studies of
the acquisition of SI computation. Let us assume that children first acquire the core ‘at least
some’ meaning of some (and similarly for other scalar items) and later acquire the relevant
competence to derive scalar implicatures. How do they come to this state of affairs, given
that many (conceivably most) occurrences of some in the target adult community give rise to
a ‘some but not all’ interpretation? Several types of answer may be entertained: there could
be innate constraints on possible lexical meanings, either domain-specific (e.g., Katzir and
Singh, 2013) or domain-general (e.g., Piantadosi et al., 2012), or it may be that a few counter-
examples suffice to rule out a ‘some but not all’ entry for some (e.g., a few occurrences of some
in the antecedent of a conditional, cf. (7-a) in Part I). This puzzle offers a line of inquiry that
could yield insights into the division of labour between domain-specific and domain-general
constraints on the acquisition of the various components involved in the computation of SIs.

2.4 Summary

As noted, studies of the adult reveal many similarities between standard Sls, free-choice, and
exact-readings of numerals. Yet, processing results reveal that scalar inferences are slow to
process and develop while free-choice and numerals are not. Moreover, the child — despite
these inferences — learns the classical meanings for or, some, allow, etc. So far as we are
aware, there is no unifying theory that predicts and explains these observations.

3 New directions for dissociating theories

Section 2 summarized experimental results and embedded them in the current theoretical con-
text, raising new challenges that any adequate theory of SI computation will have to address.
In this section we point to new avenues that might be worth pursuing with the aim of dissoci-
ating the neo-Gricean and grammatical theories of SI, and point out some ways in which some
experimental paradigms should be avoided in light of the goal of dissociating theories.

3.1 SIs and ignorance inferences

As discussed in section 2 from Part I, both the Gricean approach and the grammatical approach
predict that in addition to the not-all scalar implicature in (3) associated with some (= (1)) it is
also possible to derive so-called ‘ignorance inferences’ about the all alternative in (2), which is
an inference that the speaker is ignorant about the truth-value of (2).° The distinction between

8More accurately, Singh et al. (2013) provide evidence that children interpret disjunctive sentences A V B as con-
junctions (replicating earlier results in Paris (1973) and Braine and Rumain (1981)). Given the observation that chil-
dren understand or as inclusive disjunction in downward-entailing environments (e.g., Chierchia et al., 2001; Gualmini
et al., 2001; Crain, 2008; Crain and Khlentzos, 2010), Singh et al. (2013) explain the conjunctive interpretation with
the assumption that the child strengthens A VV B to A A B as an SI. This follows as a consequence of the assumption
about child alternatives in note 7 together with theories of free-choice (Fox, 2007; Chemla, 2009a; Franke, 2011).

9There are additional inferences about the speaker’s epistemic state, such as ‘primary implicatures’ and ‘secondary
implicatures.” These are relevant to our broader point, but we focus here on the distinction between SlIs and ignorance



these inferences has received little attention in the experimental literature. Current processing
results thus remain underspecified: it is unclear whether the costs of SI computation that have
been discovered in the experimental literature (cf. section 2.1) are associated with plain SIs
or with ignorance inferences (see Breheny et al., 2013 for preliminary results that take the
speaker’s epistemic state into account). However, information about the processing properties
of both SIs and ignorance inferences may distinguish the two main families of approach.

This distinction is evidenced even at the the schematic level of figures 1 and 2 from Part 1,
but let us make this more concrete with an ideal case study: disjunctions. Sentences of the
form ‘John talked to Mary or Sue’ are associated with the set of alternatives {John talked to
Mary, John talked to Sue, John talked to Mary and Sue} (e.g., Sauerland, 2004; Fox, 2007,
Katzir, 2007; Chemla, 2009a — see note 7), and they give rise to (a) the inference that John did
not talk to both Mary and Sue, as a plain SI, and (b) ignorance inferences about whether John
talked to Mary and whether John talked to Sue. Under the Gricean view (see figure Part 1-1),
ignorance inferences about each disjunct follow from the conjunction of the literal reading and
primary implicatures of the form —B;(A) for each alternative A.'0 In other words, the final
leaf of the right branch is irrelevant, and so ignorance inferences are predicted to arise before
plain SIs (which follow from secondary SIs). Under the grammatical view (see figure Part 1-
2), ignorance inferences always come after plain SIs, which follow from the selected literal
meaning for a sentence. Hence, establishing a processing priority between these two types of
inferences would provide theoretically important information. Of course, one would have to
control for irrelevant factors such as the role of the content of the inferences, which makes this
a non-trivial task. Nevertheless, establishing the time course of these inferences could provide
valuable information that would help move the discussion beyond the mere existence of a cost,
which is unsurprising (though cf. section 2.4), to fine-grained questions about the sources of
cost, stages of computation, etc.

3.2 Back to Global Reasoning and Stronger Alternatives

One of the virtues of the original view of scalar implicatures is that it predicts that SIs should
arise only in certain contexts, namely contexts that satisfy (Part I:5) St ronger Alternatives
and (Part :6) GLobal Reasoning. The grammatical theory and Gricean theory sometimes
agree on predictions when both of these assumptions hold. Examining processing costs under
the assumption that these principles both hold might give useful data about complexity that cuts
across controversial issues. For such investigations, it is reasonable to ensure that the experi-
mental materials indeed satisfy these constraints. Other times, to adjudicate between theories,
one needs materials that lead to different expectations depending on whether (Part I:5) and/or
(Part 1:6) hold. Unfortunately, experimental paradigms come with their own practical con-
straints, and these practical constraints sometimes bias against using environments that would
satisfy (Part I:5) and/or (Part 1:6).

As a case in point consider visual world eye-tracking studies, which routinely use imper-
atives: the eye-gaze of participants is recorded while they listen to instructions. In SI studies
of this sort (e.g., Huang and Snedeker, 2009a), at some point in the instructions participants
will encounter a scalar item such as some, and the crucial question is whether anything can

inferences for expository purposes.
'0This is a special and somewhat accidental property of disjunctions, which follows from the logical fact that
Bs(AV B) A ~Bs(A) A ~Bs(B) entails =B,;(—~A) and —=B,(—B).



be inferred from participants’ behavior after this point. In interpreting such results, it is im-
portant to note that the relevant sentence (e.g., pick the girl who has some of the socks) and
its alternative (e.g., pick the girl who has all of the socks) are not informatively ordered, since
these sentences do not denote propositions with truth-conditional content. Thus they escape
from the scope of a theory that embraces (Part I:5) Stronger Alternatives, raising
the challenge of reconciling this result with any theory committed to (Part I:5). (The absence
of an entailment relation between alternatives also complicates comparison with results from
other visual world eye-tracking studies that do not embed scalar terms under imperatives (e.g.,
Panizza et al., 2009; Degen and Tanenhaus, 2011).)

In fact, studies using simpler methods such as the truth-value judgment task have also
failed to ensure that Stronger Alternatives was satisfied. For example, the critical
items in Bott and Noveck (2004)’s pioneering study included sentences like some elephants
are mammals. This sentence, given the common knowledge that all elephants are mammals, is
no less informative to the hearer than its alternative all elephants are mammals. The Gricean
intuition about informativity is certainly context-sensitive: the maxim of quantity demands that
the speaker give their hearer as much new information as possible (ceteris paribus). Thus, so
far as informativity considerations go, some elephants are mammals should be no worse than
all elephants are mammals. What does this mean, then, for the finding that there is nevertheless
a cost to comprehending this sentence when it is strengthened to some but not all elephants
are mammals? And how, given that St ronger Alternatives does not hold, does such
strengthening take place anyway?'!

The difficulty with ensuring that the relevant conditions are satisfied might stem from a
tempting simplification of what theories of SIs describe. Sls are not some but not all inter-
pretations of some. In many cases, a some but not all interpretation is predicted to be unavail-
able, for example because St ronger Alternatives is violated, as in the cases discussed
above. As a result, the interpretation of any distinctive behavior that would be observed in en-
vironments that violate (Part I:5), be it a processing cost or an absence thereof, would have to
discuss the consequences for theories that embrace this assumption.

Similar traps exist in experimental investigations of the behavior of scalar items in embed-
ded syntactic environments. The conceptual goal behind this enterprise is to evaluate whether
apparent violations of (Part [:6) Global Reasoning warrant a grammatical account of Sls.
For example, the sentence in (5) has been argued to allow not only the strengthened meaning
in (5-a), but also the strengthened meaning in (5-b).

5) Every girl passed some of her exams

a.  Possible strengthened meaning: Every girl x is such that x passed some of her
exams, but it is false that every girl x passed all of x’s exams

b.  Possible strengthened meaning: Every girl x is such that x passed some but not
all of x’s exams

Although the strengthened meaning in (5-a) can be derived under both the Gricean and
grammatical theories by negating the alternative every girl passed all of her exams, the possi-
bility of the reading in (5-b) on the face of it seems to be allowed only by the grammatical the-

"For related discussion, see e.g., Heim (1991); Percus (2006); Fox and Hackl (2006); Chierchia et al. (2008); Magri
(2009); Singh (2009); Magri (2011); Schlenker (2012).



ory: the logical form ‘every girl z, O(x passed some of x’s exams)’ entails (5-b). As we noted
earlier, allowing f to operate in embedded positions means giving up Global Reasoning.
By identifying the strengthening function f with a covert operator O, the grammatical the-
ory accommodates the availability of (5-b) without difficulty. However, theories that remain
committed to Global Reasoning can capture the reading in (5-b) by enriching the set of
alternatives of (5) to include some girl passed all of her exams (e.g., Chemla, 2009a). This
move, of course, requires giving up Stronger Alternatives (see also Fox, 2007; Ma-
gri, 2009; Sauerland, 2012 for discussion). Thus, while sentences such as (5) have received
significant attention in the experimental literature (e.g., Geurts and Pouscoulous, 2009; Clifton
and Dube, 2010; Ippolito, 2010; Sauerland, 2010; van Tiel, 2013), these cases may not be
informative with respect to questions of theory comparison.
We submit that embedding scalar items under non-monotonic operators, such as in (Part [:10-

a), is a better test of the possibility of embedded implicatures because there is no plausible set
of alternatives which, together with GlLobal Reasoning, allows for the strengthened mean-
ing in (Part I:10c) to be generated (see Chemla and Spector, 2011). Another case of interest
concerns the Hurford disjunctions discussed earlier. For example, consider (Part 1:9), which
we repeat here as (6):

6) Some of Mary’s students got an A or all of them did.

Recall that the data from Hurford’s Constraint suggest that the first disjunct must be interpreted
with an SI (Chierchia et al., 2008), which is only possible under theories that give up (Part 1:6)
Global Reasoning. Under the further assumption that strengthening (1) to (4) is costly,
the prediction from the grammatical approach is that there should be a cost to processing
the first disjunct if an SI is computed. Some tentative processing evidence in favour of this
prediction — and hence for the grammatical approach — is presented in Chemla et al. (2013).

3.3 Toward a theory of preference

Let us return to Figures Part I:1 and Part I:2. Traversing through either figure involves making
several choice points. Does the competence assumption hold in the given context? What is
relevant in the given context? Should f be applied? Under the grammatical theory, this last
question raises a disambiguation problem at each scope site: should the sentence, embedded
or not, be parsed with f or without? This permissiveness of the theory needs to be tempered
by restrictions on or preferences over readings, while the Gricean theory needs an account of
why embedded strengthenings are available at all. Ultimately, we should be able to predict
how a sentence is interpreted given full knowledge of the conversational situation and possibly
of the resources of the participants. How are these decisions made? Given the many factors
that might enter into these decisions, formulating a decision theory is likely to be a rather
complex enterprise. In section 2.2 from Part I we mentioned some proposals that have been
advanced about factors that could play a role in ranking alternative decisions (e.g., preferences
for stronger meanings, or for better answers to the question under discussion, or for simpler
structures, or for plausible interpretations, among others).

We submit that in addition to a priori motivations for positing certain preferences in com-
munication, a general theory of preference could also benefit from the processing results we
mentioned in earlier sections. We summarized relevant results in Table 1. Recall first that
‘standard’ Sls involving scalar items like some are slower to process in the adult state and are



acquired later than other SIs such as ‘exactly-’interpretations of numerals and free-choice. It
turns out that investigations of how accessible these strengthenings are in embedded positions
cuts along similar lines. Specifically, while the accessibility of embedded strengthenings of
some seems to vary with task-demands (e.g., Geurts and Pouscoulous, 2009; Clifton and Dube,
2010; Ippolito, 2010; Sauerland, 2010; Chemla and Spector, 2011; van Tiel and Geurts, 2013),
embedded free-choice strengthenings are quite readily observed (e.g., Chemla, 2009b; Singh
et al., 2013), as are embedded ‘exactly’- readings of numerals, even in downward-entailing
environments (e.g., Panizza et al., 2009). Any theory of preference over readings will need to
account for this generalization.

What we have, then, is a generalization about acquisition, processing complexity, and em-
beddability: SIs come in at least two kinds, those that are processed fast, learned fast, and easily
embedded, and those that are learned slow, processed slow, and are not easily embedded.

Kinds of SI Embeddability Processing results Acquisition
Standard cases Weak but possible | slow processing Rather late
(for direct and indirect SIs)

Numerals Stronger faster Earlier
Weaker memory demands

Free choice inferences | Stronger faster Earlier
(no info about memory)

Table 1: Summary of the results about various kinds of scalar implicatures (results for Numerals
and Free choice inferences are stated relative to the results for the standard case).

4 Concluding Remarks

In the first part of this paper (Part I) we have described the current theoretical situation in the
study of scalar implicatures, and in the second part (Part II) we have discussed some experi-
mental results in light of this background.

The study of scalar implicature over the last decade has benefitted from both theoretical and
empirical innovations. The merits of undertaking such a joint approach are uncontroversial.
The goal of linguistics is to propose a model of all relevant data, hence it cannot be restricted to
offline introspective judgments, nor can it ignore them. The advance of experimental methods
offering new processing, acquisition, and imagery data is thus welcome most generally and
should be supported. The application of these methods to scalar implicatures is certain to
have a representative and long lasting echo. However, perhaps because the relations between
theory and experiment in the domain of scalar implicature are in their infancy the benefits of
these innovations have not yet realized their full potential. We tried to clarify the assumptions
of the major competing theories, and clarify how their differences are or are not reflected in
current experimental results. We hope that future experiments will place greater emphasis
on using the methods of experimental psychology to tease apart — and possibly refine — the
predictions of competing theories. At the same time, we hope that linguists will clarify and
test the predictions their theories make concerning performance. We tried to identify issues
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that are raised by the current state of knowledge and that we think stand to benefit from joint
experimental and theoretical scrutiny.
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