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There is growing interest in government and industry to use numerical simulations for theCertification byAnalysis

of aircraft ice protection systems as a cheaper andmore sustainable alternative to wind-tunnel and flight testing. The

ice accretion on a cylindrical test article mounted under the wing of the National Research Council of Canada’s

Convair-580 research aircraft during a flight test in Appendix O icing conditions was simulated using Ansys

FENSAP-ICE™. A multishot simulation with input parameters averaged over the full icing period led to an

increased level of liquid catch and ice accretion (by mass), and a broader ice profile when compared to a

simulation with shot-averaged input parameters. An additional simulation using Ansys’ proprietary “extended

icing data with vapor solution”method for calculating heat fluxes at the icing surface resulted in a broader ice profile

in comparison to the classical technique, which produced a similar amount of accretion by mass. No combination of

simulation settings, input parameters, and multishot methods tested in this study generated the same level of surface

detail observed during flight testing, however, the amount of ice accretion, general location of ice features, and

formation processes were in good agreement with the experimental results.

Nomenclature

ch = convective heat-transfer coefficient, W ×m−2 × K−1

cp = specific heat, J × kg−1 × K−1

ed = energy of droplet
h = thickness, m
L = latent heat, J × kg−1

LWC = liquid water content, kg ×m−3

_m = mass transfer rate, k × s−1

q = heat flux, W ×m−2

T = temperature, K
t = time, s
�V = velocity mean, m × s−1

V = velocity vector, m × s−1

β = collection efficiency
ε = solid emissivity

ρ = density, kg ×m−3

σ = Boltzmann constant, W ×m−1 × K−4

~∇ = gradient operator of vector field

Subscripts

d = droplet
evap = evaporation
f = water film
rec = recovery
∞ = reference (freestream)

I. Introduction

I N-FLIGHT ice accretion is a significant safety concern to the
modern aviation industry, with an icing-related accident occurring

in North America as recently as 2022 [1–7]. Aircraft that travel
through regions of supercooled clouds risk accreting ice on important
airframe surfaces and critical flight data sensors [8]. Ice formation on
the leading edge of wings and important control surfaces can cause
the aircraft to experience a reduction in lift, increase in drag, and
deteriorated flight performance that can lead to loss of control [9].
Pilots rely on information provided by aircraft in-situ sensors,
weather radar, weather advisories, pilot reports, and advanced fore-
casting algorithms to identify icing conditions along their flight path.
Intended flight through known or forecasted icing conditions is
possible as long as the aircraft has an ice protection system (IPS)
that has been certified specifically for those hazardous conditions.
The development and certification process of an IPS can be costly,
time consuming, and sometimes dangerous with flight testing in
natural icing conditions. This has led to a growing appetite in industry
and government for Certification byAnalysis (CbA) using numerical
simulations [10]. Access to reliable ice modeling tools is extremely
important, given that severe weather events, particularly those that
can be hazardous for air travel, are expected to increase in frequency
and severity due to the global rise in temperature and humidity
[11,12].
Fatal aviation accidents such as those described in Ref. [4], and

years of ice accretion research, have led major air transportation
authorities to recognize two main definitions of hazardous airframe
icing conditions: Appendix C conditions, which describe small
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droplets; and Appendix O conditions, which focus on supercooled
large droplets (SLD) [13,14]. SLDconditions are particularly danger-
ous because large droplets have been shown to move impingement
limits farther downstream (potentially aft of IPS) while also increas-
ing the global and local liquid catch efficiencies, thereby leading to
more ice accretion, assuming other icing parameters [temperature,
velocity, liquid water content (LWC), etc.] are the same [15]. Regu-
lations indicate that aircraft intending to fly through known icing
conditions must be equipped with an IPS that prevents ice buildup
from reducing flight performance beyond safe standards. Common
IPS systems used by commercial aircraft to protect against surface
icing include bleed air from the engines, electrothermal heaters,
electromechanical devices, pneumatic boots, and weeping fluid sys-
tems [16]. Determining aircraft tolerances and ice-accretion shapes in
these icing conditions (with and without IPS) often involves numeri-
cal simulations for preliminary analysis of the aircraft and IPS, icing
wind-tunnel experiments for verification of numerical simulations
and IPS testing, and flight testing in natural conditions for final
validation and certification. With comprehensive numerical simula-
tion packages, it may be possible to reduce the need for the expensive
wind-tunnel experiments and dangerous flight testing that are cur-
rently necessary for IPS certification [17].
Ansys FENSAP-ICE [18–20] is a well-known and commercially

available numerical ice-accretion simulation package that models
three-dimensional (3-D) ice shapes and has IPS modeling capabil-
ities. LEWICE3D [21] is another well-established icing simulation
package, available only in the United States and to other authorized
users. There are, however, numerous in-house software packages
that exist at the time of publishing that are not openly accessible to
the general public, e.g., The National Research Council of Canada
(NRC) Morphogenetic Code [22], IGLOO3D [23,24], PoliMIce
[25,26], SIMBA/MESS3D [27], and ONICE3D [28,29]. In general,
modern simulation packages will often produce acceptable estimates
of rime ice shapes in two-dimensional (2-D) and 3-D but less so in
glaze ice conditions in 3-D. Glaze ice models are more complex
because they require heat- and mass-transfer calculations for the
liquid film on the icing surface, whereas rime ice models assume
droplets freeze on impact. Typically, the procedure for simulating ice
accretion includes: 1) a flow model using a Reynolds Averaged
Navier Stokes solver, 2) droplet tracking and deposition using a
Eulerian or Lagrangian framework, 3) mass and energy balance on
the icing surface using a Messinger or stochastic model, and 4) cal-
culation of surface displacement due to ice accretion. In practice,
ever-evolving ice shapes are constantly transforming the aerody-
namic and droplet impingement characteristics of the icing surface.
Steady-state numerical simulations account for this transient behav-
ior by using a multishot approach [19] that breaks the icing period
into temporal segments, where surface displacement is calculated
(i.e., Steps 1 through 4) and the original grid is remeshed or morphed
prior to the next shot [20]. The multishot approach with automatic
remeshing is a common method for simulating glaze ice on 3-D
geometries and has its own module in Ansys FENSAP-ICE™.
Ice shapes generated by numerical simulations must be compared

against experimental data that is often produced by running wind-
tunnel experiments [30]. Wind-tunnel testing is an extremely useful
and necessary validation tool for airframe icing. The ability to control
the icing environment within an icing wind tunnel provides the
opportunity to investigate fundamental icing processes and the aero-
dynamic penalties caused by ice accretion on certain parts of the
airframe. However, the hazardous icing conditions that are recreated
during wind-tunnel testing are a simulation of the natural icing envi-
ronment. Certain inimitable atmospheric conditions, such as those
involving large hydrometeors as described in Appendix O, are par-
ticularly difficult to simulate in wind tunnels. For instance, SLD are
subject to gravitational settling and have difficulty reaching low-set
temperatures and steady-state conditions before impact because of
their nonfreezing source temperatures and their significant thermal
mass. Also, liquid droplets have a different impact orientation and
geometry in horizontal and vertical flow tunnels, unlike in the natural
vertical precipitation and perpendicular lateral impact. In a mixed-
phase icing environment, natural complex ice-crystal shapes are even

more difficult to generate artificially. Therefore, in addition to wind-
tunnel experiments, there is also a need to further explore flight-test
accreted-ice shapes collected in natural icing conditions. The atmos-
pheric data collected during flight testing can produce well-defined
characterizations of natural icing conditions so that detailed sets of
input parameters can be generated for numerical icing simulations,
whereas the accreted-ice shapes collected in those conditions can be
used to validate the simulation results. This combination of data can
help to advance numerical techniques by ensuring simulations can
produce ice shapes that are authentic to true natural icing conditions
(as opposed to being authentic to icing wind-tunnel conditions). To
the authors’ knowledge, Ref. [31] is the most recent study attempting
to validate numerical simulations using flight-test ice shapes they
collected, and Ref. [32] is an example of similar studies that focus on
gathering different flight-test ice shapes for verification of wind-
tunnel experiments. Given the growing interest in CbA, the versatile
multishot with automatic remeshing approach to ice accretion mod-
eling, and the capabilities of advanced atmospheric-research aircraft
and instruments [33], it is important to reassess the viability of
numerical simulation technology using data obtained through flight
tests in natural icing conditions.
This study investigates the ability of Ansys FENSAP-ICE to model

ice accretion during flight tests in natural icing conditions using data
obtained onboard the NRC Convair-580 research aircraft. The NRC
Convair-580 is equipped with state-of-the-art instruments and probes,
which provide a detailed characterization of local atmospheric icing
conditions. The first-generation Platform for Ice-accretion and Coat-
ings Tests with Ultrasonic Readings (PICTUR) [33] was installed on
the aircraft for studies of natural ice accretion. The PICTUR features
cylindrical test articles with subsurface electrothermal heaters to test
anti- and deicing procedures. Cylinders have been used to study
important ice accretion processes [34] and the capabilities of numerical
icing software [22,35]. Cylindrical geometries can be found on air-
frame structures, aircraft probes and sensors, and even the hangar
cables that support suspension bridges. A single ∼10-min ice-
accretion period consistent with Appendix O conditions was identi-
fied during a research flight over the St. Lawrence region of
southwestern Quebec inMarch of 2022, whichwas part of theWinter
Precipitation Type Research Multi-Scale Experiment (WINTRE-
MIX) campaign [36] that targeted intensive near-freezing precipita-
tion events. Data from the icing period was parameterized and input
into Ansys FENSAP-ICE, where the multishot remeshing method
was used to simulate ice accretion on the cylinders of the PICTUR,
with the goal of matching the experimental results.

II. Airborne Methods

The PICTUR has a symmetrical, cross-shaped design, which is
mounted on a pylon located under the wing of the NRC Convair-580
research aircraft (see Fig. 1). The PICTUR is mounted such that its
two cylindrical test articles (these make up the cross shape) are
oriented perpendicular to the direction of travel and fully exposed,
without obstruction, to the atmospheric conditions and icing envi-
ronment. The cylinders are oriented at a 45-deg angle relative to the
horizontal plane of the aircraft, due to spatial integration constraints.

Fig. 1 Labeled schematic of the PICTURmounted on a starboard pylon
under the wing of the NRC Convair-580 aircraft.
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The test articles, made from aluminum, are 63.5 mm in diameter.
High-temperature electrothermal heating pads are installed on the
inside of the leading-edge surface. The heating pads are used to
evaluate active ice-protection solutions with the added capability of
resetting the test articles by shedding ice in between icing periods.
The PICTUR also contains an experimental ultrasonic ice-accretion
sensor (NRC UIAS) [37], developed in-house, to determine the
instance when ice accretion begins. This version of the UIAS sensor
can detect the accretion of the ice layer but not the thickness of the
accreted ice. Two cameras with light-emitting-diode lights are
installed at the front of the probe to monitor ice accretion on the test
articles during flight tests and provide qualitative visuals of ice
formation over time.
The PICTUR is one of the many probes and sensors onboard the

NRC Convair-580 airborne laboratory, which is a heavily modified
twin engine turbo-prop aircraft capable of performing airborne mea-
surements of atmospheric properties related to severe weather and
icing events [38,39]. The atmospheric properties measured by the
aircraft include atmospheric state, aircraft state, aerosol and gas
phase, and the single-particle and bulk microphysical properties of
clouds. All probes and sensors used in this study are summarized in
Table 1, and their locations are tagged in Supplementary Fig. S1; or
go to the Supplemental Materials link that accompanies the elec-
tronic version of this article at http://arc.aiaa.org. The atmospheric
and aircraft-state data are sampled at 1-Hz resolution and their �σ
measurement uncertainty estimates are summarized in Supplemen-
tary Table S1; or go to the Supplemental Materials link that accom-
panies the electronic version of this article at http://arc.aiaa.org
(uncertainties are based on the documentation provided byRef. [40]).
The LWC and total water content measurements are collected at 1-Hz
resolution using the Nevzorov hot-wire probe [41]. In acknowledg-
ing the challenges in quantifying the Nevzorov’s uncertainty, espe-
cially when large hydrometeors are present [42,43], this study
follows the lead of Refs. [38,44] in estimating a measurement uncer-

tainty up to �0.05 g ×m−3, which is more conservative than other
estimates provided in the literature (e.g., Ref. [45] estimates meas-

urement uncertainty to be�0.02 g ×m−3).
Several imaging probes are required to investigate the full range

of hydrometeor sizes present in the natural icing environment,
which is critical for accurately classifying the icing envelope. The
fast cloud droplet probe (FCDP, 5–50 μm) [46], 2-D stereo probe
(2-DS, 10–1200 μm) [47], and high-volume precipitation spectrom-
eter Ver. 3 (HVPS-3;150–19;200 μm) [48] are used to continuously
image hydrometeors over a large size-range, spanning several orders
of magnitude from ∼2 to 19;200 μm in diameter. Hydrometeors
are classified using an in-house convolutional neural network clas-
sification algorithm similar to Ref. [49]. Due to factors associated
with image correction, particle reinjection, classification errors,
and the combination of data from multiple sensors, the propagated
uncertainty associated with particle sizing can grow to be within the

range of 10%–100% [50]. The processed hydrometeor data are then
used to produce an estimate of the time-resolved particle size dis-
tribution (PSD) andmedianvolumetric diameter (MVD) for the icing
period at 0.2-Hz resolution. The current classification algorithm is
not yet fully capable of identifying thematter phase from the shape of
the hydrometeors recorded in the particle images. This means the
PSD and MVD data used to define simulation input parameters for
liquid dropletsmay be biased toward larger values due to the presence
of relatively large ice hydrometeors. For context, MVD is a core
parameter used in icing simulations, and overestimating this value
will typically lead to a greater collection efficiency, which produces a
more conservative estimate of ice accretion.

III. The Icing Period

Interesting periods of ice accretion were identified in the data
obtained by the NRC Convair-580 during the 2022 WINTRE-MIX
campaign [36,40,51,52], which studied near-freezing precipitation
near southern Quebec and northern New York. The icing period
selected for analysis occurred duringWINTRE-MIX flight 6 onMarch
6, 2022, in transit from Ottawa to the greater Montreal/Champlain
Valley area. The icing period began when the NRC UIAS sensor was
triggered at 13∶20:21 (0 s in Fig. 2) and ended when the operator
initiated the internal heaters at 13∶30:12 (590 s in Fig. 2). ThePICTUR
was allowed to accrete ice for nearly 10 min while the Convair-580
traveled ∼82 km through a local weather system at a constant altitude

of ∼3500 m and a mean true air speed of 92 m × s−1.

A. The Flight-Test Icing Environment

The atmospheric properties relevant to ice accretion modeling are
shown in Fig. 2. The longitudinal velocity (positive direction flowing
from leading to trailing edge of cylinder), lateral velocity (positive
direction flowing from cylinder tip to base), and vertical velocity

Table 1 Summary of the scientific probes and sensors used in this
study, the properties they measure, and their locations, as shown in

Supplementary Fig. S1

Location Property Probe

4 Liquid and total water content Nevzorov Hotwire Probe [41]
4, 6 Icing detection Collins RID [54]
5 Static air pressure Honeywell PPT2 Pressure

Transducer
4 Static air temperature Rosemount 102 Total Air

Temperature Probe
2 Wind speed and direction Rosemount 858 Air Data

Probe
5 Aircraft speed, direction,

orientation
KVH Inertial Navigation
System (inside cabin)

2, 3, 8, 9 Imaging of hydrometeors FCDP: 2–50 μm [46] 2-DS:
10–1200 μm [47] HVPS Ver.

3: 150–19; 200 μm [48]

2 Ice-accretion detection
and measurement

PICTUR [33], UIAS [37]

Fig. 2 Icing properties for the WINTRE-MIX F06 icing period.
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(positive direction flowing upward) are computed from the perspec-
tive of the PICTUR probe and relative to the wind. These velocities
are calculated by subtracting wind speed from aircraft inertial veloc-
ity to obtain the 3-D components of airspeed relative to the wind and
translated into the perspective of the PICTUR using the aircraft pitch,
roll, and heading. Prior to the 150-s mark is when LWC is at its
highest and the static air temperature is at its lowest. Shortly after the
150-s mark the MVD increases abruptly, the nonliquid water content
increases, and a noticeable decrease in the icing intensity is observed
in the PICTUR video recording [53]. The normalized Dither signal
produced by the Collins Rosemount Icing Detector (RID) is used as a
qualitative indicator of icing intensity [54] to show high-intensity
behavior (i.e., high-frequency oscillations with values reaching
unity) during the first 150 s, which further suggests that atmospheric
conditions were most conducive for ice accretion during this time.
The four sets of timestamped hydrometeor images in Supplementary
Fig. S2 (or go to the Supplemental Materials link that accompanies
the electronic version of this article at http://arc.aiaa.org) were cap-
tured using the 2-DS probe and show the degree to which the
hydrometeor population changes during the 10 minicing period.
Moderately sized supercooled droplets (∼50 μm) dominated the
early period [53 s in Supplementary Fig. S3 (or go to the Supple-
mental Materials link that accompanies the electronic version of this
article at http://arc.aiaa.org)]; liquid hydrometeors cycled between
small and mixed-sized droplets in the middle period, where some ice
hydrometeors were also imaged (210 and 337 s); and mixed-phase
conditions including SLD (∼180 μm) and various ice habits (i.e.,
ice-crystal shapes) were observed near the end period (541 s). The
decrease in LWC and icing intensity in the PICTUR video, the
relaxation of the normalized Dither signal, and the multimodal
hydrometeor environment all illustrate how variability is intrinsic
to natural ice accretion (in contrast to steady-state wind-tunnel
experiments) and why careful consideration is necessary when sim-
ulating natural icing conditions.
To categorize the icing envelope of this icing period, the cumu-

lative mass vs droplet diameter curve shown in Supplementary
Fig. S3 was compared against the cumulative mass curves of all
Appendix O icing envelopes; or go to the Supplemental Materials
link that accompanies the electronic version of this article at http://
arc.aiaa.org. The cumulative mass curve was produced by averaging
the particle concentrations from the PSDs over the entire icing
period, multiplying the average concentrations by their correspond-
ing spherical droplet volumes (droplet density was assumed to be
constant), and normalizing and summing the resulting curve. The 10-
min icing period has an averaged MVD of 67 μm, a maximum
droplet diameter >100 μm, and a trend that is bounded best by the
“MVD>40 μm” and “MVD<40 μm” curves that define the Appen-
dix O freezing drizzle standard.

B. The Flight-Test Accreted-Ice Shape

In general, aircraft can accrete two main types of ice during flight
(or a mix of the two): rime ice and glaze ice. Rime ice occurs when
impinging liquid droplets freeze on impact and tends to form
when ambient temperature or LWC levels are low. Glaze ice forms
when impinging liquid freezes more slowly on the icing surface and
tends to form in warmer ambient temperatures or high LWC condi-
tions [3]. The PICTUR video recording shows mostly clear glaze-ice
accretion after exposure to the icing environment described in the
preceding text. The accreted ice shape shows three distinct region
types of glaze ice on the cylinder, which are discussed in [34]: the
smooth, transition, and rough zones. The smooth zone in Fig. 3 covers
an angular extent of�∼10 deg from the stagnation point and extends
to the transition zone. The ice in the smooth zone is translucent and
smooth except for the small, white surface features, which are most
noticeable when multiphase conditions are observed by the particle-
imaging probes. These features are assumed to be small ice hydro-
meteors that hit and stick or small droplets that partially freeze upon
impact and contribute very little to the overall ice shape.
The smooth zone typically maintains a thin uniform film, which is

due to the increased collection efficiency close to the stagnation

point. This film allows for the liquid–solid interface to freeze slowly
without trapping air pockets and produces a smooth ice surface. As
aerodynamic forces push the film aft, surface tension causes the
liquid to coalesce into beads, which may grow larger with droplet
impingement or smaller if shear forces tear the liquid away from the
surface. Beads that exist outside the stagnation zone are subjected to
increased convective heat transfer due to the flow regime over the
circular geometry. As the hemispherical-shaped beads freeze, the
surface roughness and surface area at that location increases, which
further increases the heat transfer and the collection efficiency in the
region. These factors help to establish the rough zone, where protu-
berances grow relatively quickly, often creating a large horn struc-
ture, ridges, sizable roughness elements, and ice features such as
nodules and ice feathers. The PICTURvideo recording shows that the
rough zone and sizable roughness elements such as those in Fig. 3
began forming early, within the first 3 minutes of the icing period.
The intermediate region, or transition zone, existing between the

smooth and rough zones, is defined by a distinct but moderate
increase in surface roughness. Reference [55] determined that the
location of the transition zone, at least initially, is related to the
location where the boundary layer transitions from laminar to turbu-
lent. The migration of the transition zone was linked to bead for-
mation rate at the interface of the smooth and rough zones. Bead
formation augments convective heat transfer, which will dry the
downstream surface. As the downstream surface is dried, beads will
begin to propagate upstream toward the stagnation point. The PIC-
TUR video recordings confirmed the transition zone was established
after the rough zone and contains smaller ice-roughness elements that
grew closer to the stagnation point. Starting about halfway through
the icing period, the PICTUR video shows evidence of light riming at
times or possibly ice hydrometeors hitting and sticking to the icing
surface. This occurs periodically only after the rough and transition
zones were established. The contribution of ice particles to the total
ice accretion is assumed to be negligible because the hydrometeor
population is dominated by liquid droplets throughout the icing
period.

IV. Numerical Simulation of Ice Accretion

Ice accretion on the PICTUR was modeled using the multishot
approach with automatic remeshing in the numerical simulation
package Ansys FENSAP-ICE [20,56]. Ice accretion is calculated in
three consecutive steps: The flowfield solution is computed using the
FENSAP flow solver module; the droplet impingement solution is
computed using Eulerian particle tracking in the DROP3D module;
and the water runback, ice accretion, and surface displacement
calculations are computed using the ICE3D module. Automatic
remeshing is completed using Ansys Fluent Meshing.
The flowfield around the PICTUR was simulated assuming

steady-state, compressible, and viscous flow. The FENSAP solver
is based on the Finite ElementMethod andmodels the flowfield using
partial differential equations (PDEs) for the conservation of mass,
momentum, and energy [56]. Turbulence ismodeled using the single-
equation Spalart–Allmaras (S-A) turbulence model, which considers
the effect of surface roughness [57]. The particle transport system in
DROP3D uses Eulerian formulation to solve the particle-flow prob-
lem as a continuum [56].

Fig. 3 Video snapshot of the sizable roughness elements in the rough
and transition zones on the PICTUR cylinder at the 590-s mark of the
WINTRE-MIX F06 icing period.
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A. Numerical Methods

ICE3D calculates the surface displacement due to ice accretion for
each node on the icing surface. The ice thickness hice is calculated
normal to the iced surface and is defined as follows:

Δhice �
_mice

ρice
Δt (1)

where ρice is the ice density,Δt is the time step length, and _mice is the
rate of ice accretion. Themethod by which _mice is calculated depends
on the type of icing being modeled. Rime ice is relatively simple to
model numerically, where

_mice � βLWC∞V∞ (2)

where β is the droplet collection efficiency, which is the normalized
value of the flux of liquid impingement on the icing surface, and
LWC∞ and V∞ are the reference liquid water content and droplet
velocity, respectively.
The glaze-ice model is characterized by a quasi-liquid film on the

icing surface, which is subject tomass- and heat-transfer phenomena.
The liquid film on the icing surface is produced by impinging
droplets that do not freeze completely upon impact and may change
shape (i.e., run back) due to acting forces. When modeling the mass-
transfer phenomena of the film, ICE3D considers shear stresses
generated by the airflow, centrifugal forces, and gravity. For heat-
transfer phenomena, phase changes such as freezing, evaporation,
and sublimation are considered. The glaze-ice model computes _mice

by solving a system of two PDEs closed by a set of conditions. The
first PDE describes the conservation of mass:

ρf
∂hf
∂t

� ~∇ ⋅ �Vfhf� � βLWC∞V∞ − _mevap − _mice (3)

where the subscript f identifies water film properties, meaning that

hf is the film thickness and Vf is the velocity of the water film

averaged across the thickness and assuming zero velocity at the wall.
The three terms on the right-hand side represent mass transfer by
droplet impingement (source), liquid evaporation (sink), and ice
accretion (sink). The second PDE used to model ice accretion is
the energy conservation equation defined as

ρf
∂hfcp;fTf

∂t
� ~∇ ⋅ �Vfhfcp;fTf� � βLWC∞V∞ ed �

V2
d

2

− _mevapLevap � _mice�Lfusion − cp;iceTice� � σε�T4
∞ − T4

f�
− ch�Tf − Trec� � qanti-icing (4)

where cp is the specific heat at a constant pressure for the film or ice,

ch is the convective heat- transfer coefficient, Vd is droplet velocity,
Trec is the recovery temperature, Levap and Lfusion are the latent heats

of evaporation and fusion, σ is the Boltzmann constant, ε is the
emissivity, ed is the droplet energy, and qanti-icing is the conductive

heat flux. The terms on the right-hand side of Eq. (4) represent heat
transfer generated by impinging droplets, evaporation, ice accretion,
radiation, convection, and conduction (e.g., from an IPS), respec-
tively. As described in Ref. [20], the evaporative heat flux term
_mevapLevap has significant influence on the ice growth when simulat-

ing glaze-ice conditions, rotating components such as helicopter
rotors, and high-speed flows. The mass transfer due to evaporation
_mevap is a function of vapor pressure, which is assumed to be uniform

and equal to the ambient conditions when no vapor solution is
available. The vapor solution provides a local estimate of vapor
pressure and can be modeled throughout the domain using the vapor
transport equation described in Ref. [58].

B. Simulation Domain and Boundary Conditions

The simulation domain is a rectangular volume (dimensions: 6.35-
mhigh, 9.325-m long, and 2.54-mwide) that includes a half-model of

the PICTURplaced at the domainwall due to symmetry. Themodel is
centered about the domain’s vertical axis and positioned three part-
lengths from the inlet and five part-lengths from the outlet. The
PICTUR icing surface is perpendicular to the inlet and level with
the horizontal plane of the computational domain. The incident
flowfield is defined by three velocity components u, v, w, which
are calculated using the relativewind velocity from the perspective of
the PICTUR. The surfaces of the PICTUR are defined as no-slip
walls and the top, bottom, and sidewalls are defined as free-slip walls
(see Table 2).
The volume of the domain is filled with an unstructured tetrahedral

mesh and has a rectangular body of influence set up around the
PICTUR geometry (see Supplementary Figs. S4 and S5; or go to
the Supplemental Materials link that accompanies the electronic
version of this article at http://arc.aiaa.org). The surface mesh along
important icing surfaces and edges is refined to initially have a
minimum element edge length of 2 mm. The boundary-layer effects
are resolved using 30 layers of prismatic elements configured so that
the maximum Y+ in the first layer is <1. In total, the original mesh
contains about 12.9 million elements and 2.9 million nodes, which
was found to be sufficient for simulating droplet collection efficiency
and ice accretion on the leading edge of the cylinder. A mesh
convergence analysis tested several refinement levels, including 50
prismatic layers, 16.4 million elements, and 3.6 million nodes.
Meshes that were produced during the automatic remeshing process
use Ansys Fluent. Settings in Ansys Fluent were configured to
produce surface and volume meshes that had refinement levels equal
to or greater than that of the original mesh. Simulations with complex
ice growth can result in the finalmesh becoming double the size of the
original mesh.

C. General Simulation Configuration

The simulation input parameters used in this study are computed
using the data presented in Fig. 2. Input parameters are either aver-
aged over the full icing period to produce a single set of values or
averaged over the duration of each shot to produce multiple sets of
values (one for each shot). Input parameters are not averagedwith any
weighting scheme, and data-filtering methods are not used unless
explicitly stated. All simulation settings were configured to align
with the recommendations found in the literature. The small-scale ice
surface roughness, which affects the heat transfer at the icing surface,
was calculated using the analytical beading model developed for
Ansys FENSAP-ICE [59,60]. This model is embedded in the ice
accretion solver and predicts the small-scale sand-grain roughness
that results from liquid beads on the icing surface. These liquid beads
do not freeze nor add any visible texture to the final ice shape in the
simulation. The roughness estimation is an output of the icing solver
and an input of the flow solver, and therefore can only be used in the
following shot in a multishot simulation. This means small-scale
surface roughness was not considered in any single-shot simulations
nor in the first shot of any multishot simulations. In these cases, no
roughness was assumed.
Ice density is an important characteristic of ice accretion. In most

icing simulations, ice density is a user-defined input parameter
commonly set to a value of 917 kg ×m−3. The so-called variable-
impact ice-density model is a beta feature in Ansys FENSAP-ICE
Ver. 2023, which computes ice density using an analytical model.

This beta feature was introduced in simulations pertaining to the 2nd

AIAA Ice Prediction Workshop [61] and was shown to produce
realistic ice shapes that were comparable towind-tunnel experiments.
The variable-impact ice-density model was activated for this study.

Table 2 Summary of simulation domain settings

Location Boundary condition

PICTUR surface No-slip wall
PICTUR midplane Symmetry
Top, bottom, side walls Free-slip wall
Front wall Inlet (vel. components, temp., pres.)
Rear wall Outlet (pres.)
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The splashing and bouncing effects of SLD were modeled using
the postprocessing option in Ansys FENSAP-ICE coupled with
the Mundo model [62,63], and the acceleration due to gravity
(9.8 m × s−2) was also considered. Several different combinations
of modeling options for SLD were tested, including, e.g., replacing
the Mundo model with other models such as the Honsek model [64]
and activating droplet reinjection. These alternative combinations of
modeling options produced inconsequential changes to the collection
efficiency curves and the final ice shape when compared to the
settings that were used.
The cumulative mass vs diameter curve shown in Supplementary

Fig. S3 (or go to the Supplemental Materials link that accompanies
the electronic version of this article at http://arc.aiaa.org) indicates
that, on average, nearly all (∼99.7%) of the liquid water content was
contained within droplets that have diameters <300 μm. The collec-
tion efficiency curves for several different droplet diameters between
6 and 300 μm were simulated using the bare PICTUR cylinder. The
collection efficiency curves shown in Fig. 4 reveal that efficiency
increases with droplet diameter from 6 to ∼50 μm, after which it
remains virtually unchanged for droplets up to 300 μm. This means
that droplets ranging between 50 and 300 μm (a population that
represents ∼35% of the total LWC) are practically unaffected by
the flowfield around the cylinder, as their sizablemass and freestream
momentum cause them to deviate from the flow’s path, penetrate
through the high-pressure region produced by the cylinder, and
impact its surface. Put in the context of numerical simulations, using
a single-diameter model based on an MVD of 50 μm or higher will
lead to a higher collection efficiency when compared to a multi-
diameter model that includes droplets less than 50 μm. This is
because the multidiameter model combines the collection efficien-
cies of all diameters into a singular effective collection-efficiency
curve using a weighted average scheme that is based upon their
relative contribution to the total liquid water content [56]. This study
simulates ice accretion using the period- or shot-averaged MVD
value, which is typically greater than or equal to 50 μm (leading to
an overall conservative estimate of collection efficiency and ice
accretion).

D. Comparing Multishot Techniques

TheLWCand static air temperaturewere identified as user-defined
input parameters that have significant impact on ice accretion. The
LWC (and temperature to a lesser extent) is dynamic throughout the
icing period, which is a feature of natural icing conditions that adds to
the complexity of simulating a steady-state wind-tunnel experiment.
Beyond the fact thatmore shots increase the resolution of ice features,
the multishot technique does not have an established “best practice”
for selecting the ideal number and length of shots. When this tech-
nique is used in literature, shots are seemingly always initiated using
the same input parameters and shot lengths, which is acceptable for
simulating steady-state conditions. However, it is not clear whether
this dynamic icing period should be simulated using period- or shot-
averaged input parameters.

In order to determine whether the dynamic icing period presented
in Fig. 2 could benefit from being simulated using shot-averaged
input parameters, three simulations were performed: 1) one-shot
simulation that uses a single set of icing parameters averaged over
the entire icing period; 2) seven-shot simulation that uses for every
shot the same single set of icing parameters used in Sim 1; and
3) seven-shot simulation that uses seven sets of shot-averaged icing
parameters. Because the experimental data indicated the icing inten-
sity was greatest within the first 150 s of accretion, it was deemed
important to discretize the beginning of the icing period with a higher
resolution to promote the early formation of sizable roughness ele-
ments. Extending shot length near the end of the simulation was
expected to simply grow any features that had been already estab-
lished. Thus, both multishot simulations use a 30 × 5∕200∕240-s
shot breakdown (summing to 590 s) to allow for a direct comparison
of results. Heat fluxes were calculated using the classical technique,
where all icing surfaces are set as isothermal with a wall temperature
∼10°C above the expected adiabatic stagnation temperature of the
flow. The recovery factor, which is used to better predict the energy
lost at the icing surface due to friction effects, was set to 0.9 through-
out this study [65]. For context, a recovery factor equal to unitymeans
the surface temperature is equal to the freestream stagnation temper-
ature. The input parameters used for these icing simulations are
shown in Table 3.
The final ice shape for each simulation, including cross-section

profiles at one-third of the span length from the cylinder tip, are
presented in Fig. 5. In general, these simulations appear to predict
the overall shape of ice accretion well. The thickest point of ice
accretion for Sim 1 occurred at a 90-deg rotation from the stagnation
point. This ridge formed so far aft of the other simulations, whose
thickest-point ice accretion occurred near the 45-deg mark, likely
because the single-shot simulation did not consider surface roughness
(recall the surface roughness model is only effective in multishot
simulations). In the multishot simulations, the small-scale surface
roughness (predicted by the software to have bead heights in the sub-
millimeter range) increased the magnitude of heat transfer at the icing
surface, causing liquid to freeze closer to the stagnation point, and
before it could run all the way back to the cylinder edges. Due to the
constant icing conditions in Sim 2, accretion tended to occur at
the same location for each shot, which formed one thick ridge of ice.
The varying conditions in Sim 3 caused three thinner ridges to form in
different downstream locations, which are within the experimental
range of the rough and transition zones. The aftmost ridgewas formed
by the end of Shot 5 and the two upstream ridges were grown during
Shots 6 and 7. The low LWC in Shots 6 and 7 formed relatively thin
liquid films that, due to their reduced mass and thermal capacity,
had less severe runback and froze upstream of the existing accretion
boundaries of the preceding shot. This suggests the reduction in LWC
during the flight test likely helped to grow the transition zone toward
the stagnation point. Although these simulations do not produce
sizable roughness elements comparable to the experimental results,
they illustrate how multiple sets of input parameters can be used to
capture changes in icing intensity that influence where ice features are
formed.
In addition to the location of ice features, the shot-averaged input

parameters can influence the total liquid catch and ice growth (by
mass). Although the PICTURwas exposed to varying levels of LWC
throughout Sim 3, the total amount of LWC exposure, i.e., the sum of
LWC × time, was within 2% of the other simulations (this difference
is attributed to shot-average rounding errors). The catch profiles
inferred from the geometric extents of the ice cross sections in Fig. 5
suggest that Sim 1 should have caught the most liquid. However,
because this was a single-shot simulation, liquid impingement was
only computed for the bare cylinder. Simulation 2 has the largest
liquid catch in Fig. 6 because thismultishot simulation considered the
periodic growth of its catch profile due to ice accretion, which grew to
be broader than the other multishot simulation. The total liquid catch
is lowest for Sim 3 because its icing profile tended to grow into the
oncoming flow rather than become perpendicular to it, producing
small shadow zones aft of its ridges, which reduced its overall
collection efficiency.

Fig. 4 Collection efficiency of several droplet diameters on the leading-
edge surface of the PICTUR cylinder.
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The high LWC shots at the beginning of Sim 3 exposed the
PICTUR to more than twice as much liquid by the end of Shot 5
(150 s) when compared to the other simulations in Fig. 7. Due to this
increased exposure, Sim 3 accreted 51% more ice than the other
simulations by the 150-s mark. Although ice-accretion levels were
elevated during this time, the freezing fraction of Sim 3was relatively
poor, resulting in 25% less ice accretion when compared to the other
simulations at the 50-g liquid catch level in Fig. 7. The freezing
fraction in Sim 3 recovers slightly during the last two shots but the
total amount of ice accretion by the end of the icing period is still at
80%of the other simulations. Based on these results, high LWC shots
in shot-averaged simulations reduce freezing fraction levels, which
can lead to a reduction in total ice accretion.

E. Comparing Heat Flux Techniques

The extended ice data (EID) calculationwith vapor solution (EID+

Vapor Solution) is an alternative to the classical technique for calcu-

lating heat fluxes at the icing surface and requires setting all icing

surfaces to be adiabatic [56]. The EID calculation and vapor solution

must be used together in Ver. 2023 of this software. The EID

calculation is a proprietary Ansys FENSAP-ICE technology that

extracts heat-transfer coefficients from adiabatic flow regimes. The

EID calculation is useful for glaze-icing conditions when the wall

temperature cannot be easily related to the stagnation temperature

through a recovery factor. Preliminary testing suggested that the

distribution of evaporative heat flux at the icing surface is affected

by the technique used to compute heat flux. Small changes to the

Table 3 The period- and shot-averaged input parameters used in simulations to compare the different techniques

Sim Shot Duration, s Static pres., Pa Static temp., °C LWC, gm−3 MVD, μm Long. Vel., ms−1 Lat. Vel., ms−1 Vert. Vel., ms−1

1 1 590 66320 −3.2 0.11 67 92 6 5

2 1—7 30 × 5∕200∕240 66320 −3.2 0.11 67 92 6 5

3 1 30 66338 −3.6 0.25 50 94 5 4
2 30 66276 −3.7 0.32 50 91 6 5
3 30 66429 −3.8 0.31 58 91 6 5
4 30 66357 −3.6 0.27 50 88 6 5
5 30 66351 −3.3 0.18 21 89 6 5
6 200 66335 −3.2 0.07 74 93 5 5
7 240 66290 −3 0.04 75 92 5 5

Fig. 5 Final ice shapes and a cross-sectional view of the ice profile at one-third span from the tip of the PICTUR cylinder for Sims 1–3.

Fig. 6 The liquid catch and ice growth vs time for Sims 1–3. Fig. 7 The ratio of ice growth vs liquid catch for Sims 1–3.
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evaporative heat flux in a single-shot simulation may be incon-

sequential, but propagating this change through a multishot simu-

lation may influence the total accretion and final ice shape. To

investigate this further, Sim 3, which was originally run using the

classical technique, was rerun using the EID + Vapor Solution

technique. Results from these two simulations are shown in Fig. 8,

which includes the cross-section ice profile for each shot and the

evaporative heat flux distribution for Shots 1 and 7 (at one-third span

distance from the cylinder tip).
The two techniques produce similar evaporative heat flux distri-

butions in Shot 1, however, the EID + Vapor Solution has slightly

elevated flux levels closer to the cylinder’s edges and reduced levels

near the stagnation point. By Shot 5, the elevated flux levels caused

the EID + Vapor Solution to grow a ridge that is thicker and posi-

tioned farther aft of the classical solution. This resulted in a broad-

ened ice profile that led to slightly elevated levels of liquid catch

(�5%) and ice accretion (�8%) by the end of the icing period. Both

simulations grew three distinct ridges of accretion, which are clus-

tered more closely together in the EID + Vapor Solution, producing

a surface unevenness that better resembles the rough zone in the

experimental results. Ridge positioning aligns with the features of

the evaporative heat flux distributions in Shot 7. The location of

maximum flux is positioned farther downstream in the EID + Vapor

Solution, and the extent of the icing surface that is exposed to

relatively high levels of evaporative heat flux (e.g., shaded region

≳1200) is also greater. Increasing the amount of surface area that is

exposed to elevated flux levels in turn increases the potential to form

ice features, which is the main benefit of the EID + Vapor Solution.

F. Combining Techniques, Increasing Shots, and Applying
LWC Filter

Ansys FENSAP-ICE is capable of modeling complex ice features

such as scallops, lobster tails, and detailed glaze-horns in a variety of

steady-state icing conditions, including, for instance, when the LWC

is near 0.3 g ×m−3, the icing period is 9-min long, the number of

shots is <10, or the shot duration is >40 s. However, when these

properties are combined in a single simulation as they are in this

study (i.e., low average LWC level of 0.11 g ×m−3; high static air

temperature of −3.3°C; and a short icing period, which includes
3 min of high-intensity icing followed by 6 min of low-intensity
icing), the software seemingly struggles to generate sizable rough-
ness elements with the same level of detail observed during flight.
Because the period-averaged multishot technique and the EID +
Vapor Solution technique formed the broadest ice shapes with rela-
tively high levels of liquid catch and total accretion, these settings
were selected for a simulation with an elevated number of shots
(12). A more potent icing environment was generated for this simu-
lation by filtering the icing period to remove intervals where LWC

<0.01 g ×m−3, which would bias the average LWC toward a lower
value. This shortened the icing period to 463 s and raised the average

LWC from 0.11 to 0.14 g ×m−3. The period-averaged input param-
eters produced from the shortened icing period are shown in Table 4
and the final shape of accretion is presented in Fig. 9.
Considering the reduced duration and elevated LWC, this simula-

tion still accreted 74 g of ice, which is within 6% of Sims 1 and 2. The
final ice shape in Fig. 9 shows how this simulation grew two ridges,
one on top of the other, using a single period-averaged set of input
parameters. The aftmost ridge was formed first, and its presence
augmented the upstream flowfield and heat transfer enough to grow
the foremost ridge closer to the stagnation point. The process bywhich
the foremost ridge was formed resembles the way the transition zone
grew toward the stagnation point during the flight test. The foremost

Fig. 8 Cross-sectional view of the ice profile for each shot and the evaporative heat flux distribution for Shots 1 and 7 at one-third span from the tip of the
PICTUR cylinder.

Table 4 The period-averaged set of input
parameters used in the combined simulation

Property Value

Shots 12
Duration, s Shot 1: 23 s Shots 2–12: 40 s
Static pres., Pa 66,332
Static temp., °C −3.3
LWC, g ×m−3 0.14

MVD, μm 54

Long. Vel., m × s−1 92

Lat. Vel., m × s−1 6

Vert. Vel., m × s−1 5
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ridge protrudes about 1mmabove the icing surface, and ifmore ridges
could be formed in thismanner by usingmore shots, the unevenness of
the icing surfacewould resemble the experimental resultsmore closely.
The simulation-estimated bead height, which is important for calculat-
ing accurate aerodynamic properties in addition to heat fluxes, is
estimated to be around 0.7mm at maximum near the rough zone. This
suggests that the addition of millimeter-scale (or larger) physical
roughness elements to the ice surface will not only match the look of
the flight-test ice shape more closely but could further increase the
amount of drag caused by ice accretion as determined through numeri-
cal simulation. In cases where the simulation is unable to grow sizable
roughness elements or estimate the sand-grain roughness height nat-
urally, the height and distribution of sand-grain roughness can be
defined by the user to best resemble the experimental ice shape prior
to performing drag simulations (e.g., setting the sand-grain height to
the relatively large value of 3 or 4 mm in the expected rough zone and
smaller heights in the transition and smooth zones).

V. Conclusions

A 590-s-long glaze-icing period in Appendix O conditions was
selected from the 2022 Winter Precipitation Type Research Multi-
Scale Experiment (WINTRE-MIX) campaign data for simulation
using a commercially available numerical ice-accretion software
package. All simulation input parameters were measured directly
or were calculated using flight-test data. Simulation results were
qualitatively compared to a high-resolution video of ice accretion
on the cylindrical test article of the Platform for Ice-accretion and
Coatings Tests with Ultrasonic Readings (PICTUR), which was
mounted on a pylon under the aircraft wing. The multishot with an
automatic remeshing approachwithinAnsys FENSAP-ICEwas used
to simulate ice accretion on the PICTUR. The conditions during this
icing period were dynamic, unlike the typical steady-state wind-
tunnel experiments. A seven-shot simulation using shot-averaged
input parameters was compared to the standard multishot method,
which uses a single set of input parameters averaged over the entire
icing period. The standard multishot method produced a broader ice
profile, had a larger liquid catch, and accreted more ice (a 20%
increase by mass) than the shot-averaged simulation. The two meth-
ods available in Ansys FENSAP-ICE Ver. 2023 for calculating heat
fluxes at the icing surface were also compared, namely the classical
technique and the extended icing data with the vapor-solution tech-
nique. The extended icing data with vapor solution elevated the
evaporative heat flux levels in the area where glaze-ice features
typically form, which generated a broader ice profile with slightly
elevated liquid catch (�5%) and total accretion (�8%) in compari-
son to the classical technique. A simulation combining the standard
multishot technique and the extended icing data with the vapor-
solution technique was performed with an increased number of shots
(12), using data that was filtered to remove intervals of low-liquid-
water content. This simulation captured the general shape of the
ice and proved capable of growing sizable surface elements similar
to how they were observed to grow experimentally. That said, no
combination of simulation settings, input parameters, and multishot
methods tested in this study generated the same level of surface
detail observed in the experiment. Capturing surface details such as
sizable surface-roughness elements is important for determining
accurate aerodynamic penalties of ice accretion and is necessary
for identifying aircraft and ice protection system (IPS) performance
limitations in icing conditions using numerical techniques.
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